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2001 International Gas Turbine Institute Gas Turbine Scholar Lecture

Convective Heat Transfer
and Aerodynamics in Axial
Flow Turbines

The primary focus of this paper is convective heat transfer in axial flow turbines. Re-
search activity involving heat transfer generally separates into two related areas: predic-
tions and measurements. The problems associated with predicting heat transfer are
coupled with turbine aerodynamics because proper prediction of vane and blade surface-
pressure distribution is essential for predicting the corresponding heat transfer distribu-
tion. The experimental community has advanced to the point where time-averaged and
time-resolved three-dimensional heat transfer data for the vanes and blades are obtained
routinely by those operating full-stage rotating turbines. However, there are relatively few
CFD codes capable of generating three-dimensional predictions of the heat transfer dis-
tribution, and where these codes have been applied the results suggest that additional
work is required. This paper outlines the progression of work done by the heat transfer
community over the last several decades as both the measurements and the predictions

Michael .G- Dunn have improved to current levels. To frame the problem properly, the paper reviews the
Gas Turbme Labpratqry, influence of turbine aerodynamics on heat transfer predictions. This includes a discussion
The Ohio State University, of time-resolved surface-pressure measurements with predictions and the data involved in
Columbus, OH 43235 forcing function measurements. The ability of existing two-dimensional and three-

dimensional NavierStokes codes to predict the proper trends of the time-averaged and
unsteady pressure field for full-stage rotating turbines is demonstrated. Most of the codes
do a reasonably good job of predicting the surface-pressure data at vane and blade
midspan, but not as well near the hub or the tip region for the blade. In addition, the
ability of the codes to predict surface-pressure distribution is significantly better than the
corresponding heat transfer distributions. Heat transfer codes are validated against mea-
surements of one type or another. Sometimes the measurements are performed using full
rotating rigs, and other times a much simpler geometry is used. In either case, it is
important to review the measurement techniques currently used. Heat transfer predictions
for engine turbines are very difficult because the boundary conditions are not well known.
The conditions at the exit of the combustor are generally not well known and a section of
this paper discusses that problem. The majority of the discussion is devoted to external
heat transfer with and without cooling, turbulence effects, and internal cooling. As the
design community increases the thrust-to-weight ratio and the turbine inlet temperature,
there remain many turbine-related heat transfer issues. Included are film cooling model-
ing, definition of combustor exit conditions, understanding of blade tip distress, definition
of hot streak migration, component fatigue, loss mechanisms in the low turbine, and many
others. Several suggestions are given herein for research and development areas for
which there is potentially high payoff to the industry with relatively small risk.

[DOI: 10.1115/1.1397776

1 Introduction the turbine inlet temperature closer to the fuel stoichiometric tem-
Bg[ature, especially for military engines. This author sees no rea-

This paper discusses the state of the art of turbomachinery h ) . o
X . - . son why the tendency to push for increasing turbine inlet tempera-
transfer with an emphasis on propulsion, electric power genera- d o .
. . . . . tres will subside in the near future. There are numerous ongoing
tion, and marine gas turbines. Heat transfer is an important des

'i%gearch activities designed to improve calculations of the hot-

consideration for aII'parts of a modern gas turbine, but eSpeCiaty fion heat loads, ranging from the basic to applied orientations.
the combustor, turbine, and exhaust nozzle. However, this pape

r,. . .
focuses primarily on the turbine with limited discussion of th?t idlscussmg the state-of-the-art hot-section heat transfer research,

combustor and no discussion of the nozzle. In the propulsion gas, Important to keep in mind that the turbine designer, the ulti-
: prop 933te customer of all of this research, is constantly under extreme

\t/virtﬁlr;? ﬁirfeié]:ﬁtlrn()igsrrgazgg-t[zjrrebsisgr?nlgtrtt):annﬁse?;etu(r:gg]g}? dosntalg}%ssures of time, affordability, durability, and reliability. The re-
9 y P Its of the research must not be so complicated and/or expensive

pressure ratios. It is well known that the maximum allowabl at the designer elects to use the older, more familiar techniques

tgrblne mIgt temperature S”Of.‘g'y affects the efﬂgency of gas tug; d thus ignores the results of current research achievements.

blng engines gnd substantial performgnce Incréases - can Bescribing the dynamic condition of the gas exiting the com-

achieved via this parameter. The current industry trend is to puﬁnstor and entering the high-pressure turBT) nozzle is any-

) ) ) ) thing but simple. The flow field at the HPT inlet includes nonuni-
Contributed by the International Gas Turbine Institute and presented at the 4@5}m radial and circumferential temperature rofi(hst streak};

International Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, P P . .
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(HPT) and on to the low-pressure turbilePT) is the subject of underlying fluid and heat transfer mechanics that govern the basic
much current research activity. Several research efforts have pltysics occurring within the turbine. In addition, there have been
tempted to measure turbulence intensity and scale of actual engiegeral advances in materials and manufacturing processes over
combustors at the combustor exit, but have had limited succetgs same time. Most of this was accomplished due to refinements
Because of difficulties with measurements associated with operiat-approximations used by earlier designers. These approxima-
ing combustors, designers have speculated on what the approfivrs maintained a level of detail sufficient to reveal important
ate turbulence intensity and scale might be, based on limited ishysical effects while still allowing solutions using available
formation. Techniques to incorporate combustor-generatedalytical/numerical methods. The major milestones in the devel-
turbulence into heat transfer design systems have been undergisment of these early methods included many different assump-
velopment for many years, but with limited results. A significanions and or methodologies. Among these agd: §pproximating
portion of the experimental information used for this purpose haise flow through each blade row to be steady in coordinates fixed
come from programs utilizing flat plates as the test article. The the blades, if) assuming that three dimensionality can be
investigators assure the community that the turbulence intensiisindled by treating a series of two-dimensional flows in hub-to-
values generated for these measurements are representativehgdud and blade-to-blade surfaces), &ssuming that the effects
typical engine combustors. Seldom for these studies has thefeviscosity can be estimated by noninteracting boundary-layer
been an attempt to duplicate simultaneously the “thought to b@alculations and by loss models to account for secondary flow,
turbulence intensity and scale of the turbine free-stream inlet tiynd d) use of airfoil scaling to achieve periodicity and thus sig-
bulence. In addition, a significant obstacle for the turbine heafficantly reduce the computational time associated with a design
transfer design community has been that flat-plate flows have mpfase calculation. Making simplifying assumptions can solve a
been demonstrated to be representative of the unsteady flow figlgrent problem but create future ones. As recently shown by
environment associated with a turbine stage. There are manirk et al.[1], designers should be cautious when using airfoil
coupled phenomena associated with the unsteady turbine-stgggling since this methodology can lead to problems involving
flow field, and recent experimental results discussed later sugggssteady forcing function issues also of interest to the designer.
that t_he i_nfluence of free-st_ream tL_eruIence, wakes, fl_uid_ injection Many analyses and numerical codes are now available, refining
or ejection, and shock interaction may not be individuallyhe treatment of these flows past the levels of approximations
separable. _ _ _discussed earlier. Because of the increased computational time
_ Experimental facilities and analysis tools in use at a particulgkquired for the advanced codes they are generally used to provide
time may not reflect the current understanding of the communifafined estimates near a design point. Two areas where significant
Atime lag exists between the experimental facilities in use a velopment has occurred over the past twelve to fifteen years
the verified predictive codes, with the experimental facilities lea Rat resulted in both increased understanding of the flow and bet-

ing. The results used for CFD verification usually come from fag, jesigns deal with three-dimensional and unsteady flow effects.

cilities that may be as much as a decade old. The early flat-pl§ifo omputational tools resulting from these efforts provide use-

and cascade research has been instrumental in the developmemlo L : :
o ? . n inform n for the pr re | ng, | for th
CFD prediction codes and the understanding of the underlyi ”E:/estlggels gf aiﬁgltis;g; ?uﬁ)iﬁzsu e loading, at least for the

physics associated with turbine flows. Many of these fIat-pIaeF,roper aerodynamic description of the flow field, which pro-

codes are still in use within the industry design systems. Furthg{des the boundary conditions for the heat transfer calculation, is

_these e_f_fc_)rts have guided the developmen? of the fuII-stage rOtgssential if the predicted heat transfer distribution for the surface
ing facilities that can now be used to verify the underlying as:

sumptions of earlier designs. However, use of flat-plate and c%-a specifi(_: component is to_b_e believed. Prediction of th‘? stage
cade facilities as a tool for design C(’)de verification has begﬁrodynamlcs s in itself a difficult problem that has received a

supplanted by the full-stage rotating rigs for obtaining data mo%gnlflcant amount of attention over the past decade or more.

closely representing the engine environment. These rotating r ny qf trl]?l existing tﬁOdeE 'thave be”erl: devetlr?ptefd for dtwo-
may be long run time facilitie$with run times on the order of mensional fiow, even though 1t was well known that Tor modem

hours or short-duration riggwith run times on the order of frac- highly curved airfoils a three-dimensional calculation is necessary
tions of seconds to account for the transverse pressure gradient and resulting sec-

Because of advancements in experimental techniques and dt4a"y flows. Examples will be given in this paper where several
acquisition, the roles of the different facilities have shifted. Full?" these two-dimensional codes have been used to predict the
scale rotating rigs can provide point measurements such as B§gSsure loading and, in some cases, the heat transfer loading for
early flat-plate experiments did. Modern flat-plate and casca¥f@nes and blades in the absence of film cooling flows. However,
facilities have the promise of providing full-coverage surfacB®cause most modern high-pressure turbines are cooled, an impor-
measurements along with a detailed measurement of the incomi@igt step in the advancement of these codes is incorporating film
flow albeit in a more simple flow environment. Techniques devefooling for the vanes, outer air seal, and blades. Whether one has
oped in the flat-plate and cascade facilities often progress to fH¢-dimensional or three-dimensional aerodynamics as a starting
full-scale rotating rigs. Advances in the development of instrupoint for the heat transfer calculation, it is still necessary to incor-
mentation techniques have led to the short-duration facilities bieorate film cooling models into the codes. This aspect of the
coming the primary source of internal flow data. The long rumodel development and subsequent incorporation into the predic-
time facilities have become the source of macro-aerodynamic péien has been essentially ignored except for the work reported by
formance data where entire machines as opposed to componé¥tbari[2]. The specific reference here is to the macro-model for
are used as the test article. film cooling as opposed to a micro-model that is associated with

One of the more complicated flow environments associateéd isolated cooling hole. A wide variety of predictive techniques
with any practical machine occurs in the hot section of a turbinbave been developed ranging from simple flat-plate correlations to
The flow is always unsteady, it may be transonic, it is three diarge computer codes that are designed to solve the full three-
mensional, and it is subjected to strong body forces. In the pursditmensional Navier—Stokes equations. These flat-plate correla-
of achieving higher efficiency, the turbine inlet temperature comions lead to boundary layer calculations for which the boundary
tinues to be pushed to higher levels, requiring advances in cooliognditions can be taken from the aerodynamic codes just noted.
schemes and improved materials. Due to the ingenuity and intBletween these limits is a substantial body of analytical and nu-
ligence of numerous dedicated design engineers, satisfactory gerical methods that account for most of the dominant physical
signs have been achieved over the past fifty years. The past sgvenomena while still being sufficiently convenient for use by a
eral years have seen a refinement in understanding of tlaege fraction of turbine designers. A review of the state-of-the-art
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heat transfer prediction techniques for the gas turbine engine prinight be compressible and transonic instead of incompressible
to 1993 can be found in Simoneau and Sinidh and subsonic. A code or algorithm that has progressed to stage
This paper provides a discussion of several turbine aerodywee is often used as part of the design system, although those in
namic CFD codes that are in use within the industry to predict tlearlier stages of development may be used under some circum-
time-averaged and time-resolved surface-pressure distributions$tances. The reason for selecting the VBI geometry for code com-
single and multistage machines. The predictions of these codespaeson in this section is that the codes described have progressed
compared with experimental data at different times during thierough the stages just noted. One limitation of the VBI geometry
code development cycle as discussed in Section 2. It is criticalitothat it was designed to be generally two-dimensional to aid with
examine these aerodynamic codes because their output providede development in the late 1980s. This makes comparing the
the input conditions for boundary-layer heat transfer calculatiomsitput of the codes with three-dimensional machines more critical
as discussed in Section 3. If the pressure field is not correct, itds is done later in this section.
unlikely that the corresponding heat transfer calculations will be . . i .
correct. Section 3 also compares boundary layer correlation tech2-1 Brief Review of CFD Capabilities. Designers often use
nigues, used for calculating component heat transfer distributio gundary layer based codes to calculate HP turbine stage heat

with experimental results. Included is a discussion of bounda! nsf?r I'?a_ds in thed?bsencfe of fuItIhNawerl—SltotI_(es Sh°|u“?|qs:
layer transition as it relates to turbine heat transfer calculatio any techniques used tor periorming these calculations have their

vane and blade film cooling and free-stream turbulence effecfd!9in in boundary layer models that are based on flat-plate data

Section 4 discusses internal heat transfer in nonrotating and ro d correl?]t_lci[ns.tlt(;s comrgon prgctlcel tolu:!llze the OUtﬁ)UttOfdthe
ing components, cavity flows, and predictive capabilities. The cJfiore Sophisticated aerodynamic  calculatiofaong selecte
rent state of the art is briefly summarized in Section 5. SectionS§ €amiinesto obtain local pressure distributions as the input con-
provides suggestions for future turbine aerodynamic and hélltions for the boundary-layer heat transfer calculations. This pro-
transfer research and development needs cedure is often used rather than integrating the heat transfer algo-
Throughout the paper comparisons will be presented betweréﬁl?ms directly into the aerodynamic codes. One of_the important
CFD predictions and experimental results for both surfackeasons for this is that the heat transfer calculation requires a
pressure and heat transfer distributions on airfoils. The experimaignificantly different calculation grid than does the surface-
tal data presented will often be those that were obtained by tREESSUTe calculation and until recently, it was not possible to con-
authors and his colleagues since the resuilts are readily availaSige" :junnt'k?g tges?_ cogcurrently. This topic will be addressed in
but portions of data from other sources are also included. T _I_rﬁ et?'l't Irt] eﬁ Iolnt .th i ved loading f
predictions presented for comparison with experimental results' 1€ abllity 10 calculate the ime-resolved pressure loading for a
were generally obtained directly from the developer of the Speci%]_;;ultlstage turbine has advanced significantly over the past ten to
I

CFD codes(or those who participated in development of thd/[t€€n years. Descriptions of techniques used for this purpose is
codes, instead of from third parties. eyond the scope of this paper but can be found in references

[4-23. Understandably, very few of these CFD codes are gener-
) ) ally available in the public domain. This is true whether they were
2 Current Technology: Turbine Aerodynamics developed by government, university, or industry. In some cases,

Many different CFD codes are in current use within the turbin€ rights to use an executable version of the code can be pur-
design community. These vary between two-dimensional aﬁgased from the develo_per along with a user manual, but seldom
three-dimensional, steady and time-accurate, Euler codes andhe source code availabléor understandable reason€odes
Navier—Stokes codes. The following brief discussion of turbin@® categorized by their general structure and that suffices for
aerodynamics is presented in this paper because of the importaf@@pParing their performance.
to heat transfer predictions, and is not intended to be a review of
CFD prediction techniques. The material described is limited to 2.2 Comparison of Time-Resolved Surface-Pressure Mea-
time-accurate unsteady solutions; time-mean values are the tismeements With CFD Prediction for Full-Stage Rotating Tur-
average of the unsteady solutions. A convenient geometry to usiaes. In this section, several of the CFD code types noted in
for the purposes of this paper in comparing CFD predictions withection 2.1 are compared with experimental data. Such compari-
experimental results is the Allison vane/blade interaciigBl) sons demonstrate how the codes perform and help identify where
turbine. Experimental results generated using the VBI turbimaore work is needed. It is important to briefly review sample
stage have been compared with the results of different CFD codeses of these calculated surface-pressure loadings, since they rep-
by many organizations over the past twelve years. The specifeasent an important input parameter to the discussion of the heat
codes have evolved from time-accurate two-dimensional Eulertransfer calculations to follow. The literature contains many ex-
time-accurate three-dimensional Navier—Stokes over this time @mmples of vane and/or blade surface-pressure measurements taken
terval, all of which have been compared with this data set. Due ¢m full-stage rotating turbines of different geometries. Various
current interest in high-cycle fatigue, it is also important to coupl€FD codes representing a wide range of types as noted above
the aerodynamic codes to structural damping as reviewed latemiere used to compare the data with predictions. Among them are
this section. reference$24—36. Again, a discussion of the CFD codes beyond

History shows that CFD codes progress through a natural ewshat is necessary for the discussion of heat transfer predictions
lution that may be conveniently grouped into three stages. In thed analysis is beyond the scope of this paper. Dring d28l.
initial stage, experimental results from a simplified geometry aend Blair et al[26] report time-averaged surface pressures on the
used and “knobs are twisted('such as changing the transitionblade, which were obtained using a large-scale, low-speed rotating
point on an airfoil to get a reasonable match between the calcug with ambient inlet conditions. The surface-pressure results re-
lation and the data. In the second stage of the development, ffeeted in the other papers just noted were obtained in short-
code is used in the design of a particular experiment to perforduration facilities and the turbines were generally operated at de-
predictions prior to performance of the measurement program.dign corrected conditions. Some of these studies report only
this stage of the development, there may be a necessity to re-sti@ady surface-pressure results versus time-accurate results of
the predictions in order to match the actual experimental inpather studies.
conditions but there should be limited “knob turning.” In the third The three paperéBusby et al.[30], Venable et al[31], and
stage, the CFD code is applied to a much more complicated dgarter et al.[32]) allow the opportunity to compare the predic-
ometry and a more realistic flow field environment. The geomettions of several different CFD codes with the same data set. In
of interest might be a full-stage or vaneless counterrotating thresddition, the data set for which the comparisons are made exer-
dimensional machine instead of a cascade airfoil and the flow fiedibes the codes a bit, because data for vane/blade spacing of 20,
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predictions. The experimental data used for the comparisons pre-
. . sented in these three papers were obtained in a short-duration
40, and 60 percent of vane axial chord are included. The CRLyijity described in Venable et aJ31]. Geometric and aerody-
code(UNSFLO 2-D used to perform the calculations reported inyamic information for the turbine stage are giverj3d]. For this
Moss et al{29] was one of the codes used in the work describeghse the vane was set for a transonic exit condition, but both a
in Busby et al.[30], Venable et al{31], and Kielb et al.[37]. g psonic and transonic condition is possible in this rig. Both the

Barter et al.[32] used completely different CFD codes for theilyjite pressure transducers. These transducers are flush-mounted
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to the surface and are built into the component. The natural fidenable et al[31] that this disagreement is most likely due to a
quency of the transducer is on the order of 400 kHz. A thin layelifference in back pressure between the CFD solutions and the
vanes and blades of the turbine were instrumented with miniatuegperimental test conditions. A pressure increase is shown at
of silastic is placed over the transducer for thermal protectioabout 75 percent wetted distance on the blade suction surface
resulting in a frequency response of the installed transducer eused by an impinging vane trailing edge shock. The lower back-
about 100 kHz. The locations of the transducers on the vanes gdssure used in the prediction causes the shock to be inclined at
blades are also given i81]. All of the pressure transducers area shallower angle relative to the blade suction surface, resulting in
calibrated over the pressure range of applicability through the date wave striking the blade closer to the trailing edge. Reference
recording system by pressurizing that portion of the facility cof31] presents a comparison of the measured and predicted surface
taining the instrumented turbine stage on a daily basis. pressure distribution for the three spacings. The influence of spac-
Venable et al[31] and Busby et al[30] both used the same ing on the time-mean surface-pressure distribution is very small.
four CFD procedures to obtain the time-mean pressure distribais will be demonstrated later such is not the case for the unsteady
tions, the envelopes of the unsteady pressure, and the unstea@gsure on the trailing edge of the vane suction surface.
pressure histories at selected locations on the blade. Procedure the same four prediction techniques were used to calculate the
(Pratt and Whitney & UTRCis a time-dependent, Reynolds-unsteady pressure envelopes for the same three spacings, but only
averaged Navier—Stokes solution, the details of which are dge 20 percent, and the 60 percent spacing results are shown here
scribed in reference$12], [38], [39], and [19]. Both two- in Figs. 4 and 5.
dimensional and three-dimensional solutions were obtained forThe important concept demonstrated by Figs. 4 and 5 is that the
Procedure 1 and the results are discussed in Venable [@14l. magnitude of the unsteadiness in pressure loading increases as the
The two-dimensional solutions were obtained using three radigtial spacing decreases. The magnitude of the suction surface un-
planes, with the first and third planes representing the boundag¢adiness for the vane trailing edge is significantly larger at 20
surfaces of the stream tube. The three-dimensional solutions ij’@-rcent spacing than for either 40 or 60 percent spacing. The
corporated the measured blade/shroud clearance. Procedurgagnitude of the unsteadiness is nearly constant over the entire
(Rolls Royce/Allison is a two-dimensional Vane—Blade Interacyressure surface of the blade. The unsteadiness on the blade suc-
tion (VBI) code that provides interactive solutions for a turbingon surface is not constant, but is largest at wetted distances be-
stage flow by solving the Reynolds-averaged Navier—Stokg§een 0 percent and 30 percent and then falls off considerably
equations. More detail of this procedure can be found in refef;ih increasing wetted distance. The relative consistency of the
enceg40], [13], and[28]. Procedure 3Rolls Royce and MITis  hsteady pressure over the entire pressure surface is important

a two-dimensional Reynolds-averaged, unsteady multi-blade r@Wm, 5 film cooling perspective because this surface has the mini-
code, UNSFLO 2-D, developed by Gilg8]. The numerical code 1 m pack pressure margin and the largest number of film cooling
UNSFLO 2-D is a coupled viscous/inviscid code. The thin shegf,og Figures 4 and 5 illustrate that procedures 1—4 all do a

layer Navier—Stokes equations are solved in a body-fitted bourjd:, 5, ap1y good job of predicting the unsteady pressure envelopes
ary layer grid using an implicit algorithm, while the Euler equag "\ the vane and the blade

tions are solved on an outer inviscid grid using an explicit algo- g o ot al [32] compared thé results of APNASA and MSU
rithm. The interface between the two regions is handled in & o575 with the same data set as used by Venable ¢8#).and
conservative manner. ProceduréPfatt and Whitney and UTRC o1, o1 a1[30]. Neither of these codes is presently used to per-

Is an extension of an approach initially developed by Rai For form heat transfer predictions, but it is important for this capabil-
this procedure, the thin-layer or full Navier—Stokes equations are

- - . . ity to be added. Mississippi State UniversitiiSU) TURBO
solved on both the O- and H-type grids. Additional informatio e : . ; - )
regarding this procedure can be found in Dorney and D% erhl'[erld et al. [11]) is a three-dimensional, viscous, time-

For all four procedures, the turbulent viscosity is modeled usirglcqcurt'gte c_od(e: thtat _solves tz_e Teynzlg;-zgj\raged xawer—slgokes
the Baldwin—Lomax[42] algebraic turbulence model. Venable uations in t.artésian coordinates. IS an Average Fas-

et al. [31] report the results of several grid refinement studie%""ge(AdamCZ.y k[23]) steady-state analysis that has been gpplled
conducted for each of the four procedures illustrating grid indd2 tur_bomachlnery problemgTurner et al.[43]). Two analytlcal
pendence of the four solutions presented. Figures 1 and 2 predgffiniques(TURBO Stage and TURBO Wake-Blademple-
comparisons between the experimental results and the results gigted in MSU TURBO were used to obtain a comparison be-
two-dimensional calculation using procedures 1—4 for the tim&¥€en the measured and predicted magnitude and phase of the
mean pressure distribution for the vane and blade at 20 percEpgtéady pressure at vane passing frequency and at twice vane
and 60 percent axial chord spacing. Referef84 also presents Passing frequency. The dn‘ferenge between the two versions qf the
results for 40 percent spacing. code is that Wake-Blade is a time-accurate analysis of a single
The largest difference among the predictions occurs on the va@de row and unsteadiness is introduced via the boundary condi-
suction surface near the throat location and on the uncovered p#ns- Stage is a technique for which the time-dependent solutions
tion of the blade suction surface. All of the procedures predictfar both vane and blade are calculated simultaneously. Since this
weaker expansion along the suction surface of the vane than ingfage analysis does not use the exact blade count, phase-lag
cated by the data for unknown reasons. It is suggested in the pap@yndary conditions are used to help resolve wave interactions
that a possible reason for the problem is that the stream tulyile limiting the computational domain to a single passage. The
thickness used in the two-dimensional calculations may be in @dvantage to TURBO Wake-Blade is that the cost of running that
ror. Calculations were performed to demonstrate that by changifgde is about 25 percent the cost of running TURBO Stage. As
the stream tube thickness the data could be matched. However,digonstrated in this paragraph, MSU TURBO does a good job of
three-dimensional calculations shown in Fig. 3 would suggest tharedicting the time-averaged and unsteady pressure loading for a
the stream tube thickness is not the source of the problem representative transonic turbine stage. It also has the ability to
would be expected because of the two-dimensional design of thredict the three-dimensional flow fie{demonstrated later in this
stage. section whereas many of the other codes are two-dimensional or
All of the codes do a reasonable job of predicting the chokguasi-three-dimensional. However, presently this CFD capability
point for the vane suction surface. With the exception of the uis of limited use to the turbine designer because it does not pro-
covered portion of the blade suction surface, all of the codes did/ale the ability to calculate surface heat transfer distributions for
good job of predicting the blade surface-pressure distribution. &te vanes and blades. The code does solve the energy equation, so
all three spacings, at about 82 percent wetted distdaonethe in principle, it should be a straightforward development task to
suction surfacg the data fell above the predictions. It is argued ifncorporate the heat transfer calculation. Additional information
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pects of the solution can be found in Chen and Bduadt.
Modeling of the turbine stage for computational purposes ci

be done in several ways, as has been illustrated above, and €

has advantages and disadvantages. The turbine could be desigiieu

to have three blades for every two vanes as was done for thig. 6 Predicted versus measured time-averaged surface

Allison VBI measurement/analysis progrdunn et al[45] and pressure for vane and blade at 20 percent vane /blade spacing

Rao et al[28]). For calculations performed for a more practical32]

machine, one can use time tilting, as is done in UNSFLO 2-D, or

phase-lag boundary conditions as done in TURBO. As will be

demonstrated throughout this paper, UNSFLO 2-D does a reasoreds 1.6 to 2.0, then more passages need to be included in the

ably good job of predicting both the surface-pressure distributionalculation. It is also demonstrated herein that TURBO, which

(both time-averaged and unsteady surface pressure and surfzses phase-lag boundary conditions, produces satisfactory results

heat transferusing reasonable computing assets. One disadvdor prediction of time-averaged and unsteady surface pressure us-

tage of the time-tilting technique is that when the pitch ratio exng acceptable computer assets. One of the disadvantages of this
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technique is that it does require more iteration for convergence.does TURBO Stage, but for the 60 percent spacing case both
some cases, authors will resort to scaling the blade count in ordedes produce about the same result as shown in Fig. 8. The
to reduce the computational time and complexity. Clark efdl. reasons for this are not presently clear.

investigated the consequences of scaling the blade count on th€omparing the results of development CFD codes against mul-
magnitude of the unsteadiness at twice vane passing frequencytipte data sets can reduce design uncertainty. In the example given
his work Clark achieved periodicity in the circumferential direcabove, a comparison was presented for which eight CFD codes
tion while modeling 1/18 of the annulus and compared these neere compared to the same data set. There are two recent papers
sults with the results of a 1/4 wheel modeled without the use @flaldeman et al[34] and Weaver et al[36]) reporting time-

airfoil scaling. Clark used experimental results obtained for @veraged and unsteady surface pressure measurements versus pre-
stage and 1/2 turbine. The experiments were performed in ttietion for two different transonic vaneless counterrotating tur-
same facility using the same experimental techniques as wéiaes. These papers offer the opportunity to compare some of the
used for the Allison VBI, Pratt/Whitney counterrotating turbinesame CFD codes to significantly different data sets. The two tur-
GE counterrotating turbine, and TFE 731-2 measurement ptaines used in the experiments were both vaneless counterrotating
grams described at various locations in this paper. Clark found theachines, but from different engine manufacturers. The experi-
time-averaged pressure distributions and the unsteady envelopesntal results used for both of these papers were performed in the
to be nearly the same for both types of modeling, but significasame facility using the same experimental techniques to measure
differences were observed in the results at twice vane passewgface pressure on the vanes and blades.

frequency. This result signals a warning to designers to be carefuProcedure 1 in Venable et d131] (Ni and Bogoian[12], Ni

when using the results from scaled calculations when attemptiagal. [46], Sharma and Syef#7], and Sharma et a[48]) was

to reduce unsteadiness on a particular blade row. used in Haldeman et al34] to obtain vane/blade/blade surface-

A comparison between the predicted and measured vane gmedssure predictions. It is important to note that the CFD results
blade time-averaged surface-pressure distributions for the 20 peresented represent predictions obtained prior to the availability of
cent spacing casgéo be compared with Fig.)lis given in Figs. the experimental results indicating the capabilities of the code as a
6(a) and Gb). The comparisons presented in Barter e{32] are design tool. Figure 9 presents a comparison of prediction versus
similar to the results of the four comparisons presented by Vedata obtained for the midspan location of the high-pressure tur-
able et al[31]. For the three calculation techniques used by Babine (HPT) vane and blade.
ter et al.[32], TURBO Stage appears to do a better job of predict- The data for the blade suggest that the HPT is operating at
ing the throat location on the vane suction surface than do eitrgightly higher-pressure reaction than anticipated. This suggestion
TURBO Wake-Blade or APNASA. Vane and blade pressure suras confirmed by the stage static pressure measurements. For this
face predictions obtained from the three calculations agree, hutbine configuration, the impact of the HPT blade is to cause
some differences are shown beyond the throat for the vane suctinast of the unsteadiness to occur on the low-pressure turbine
surface and for the blade suction surface. The largest differen¢ePT) blade. The driver of the unsteadiness is the shock emanat-
occur at the 20 percent spacing. ing from the HPT blade trailing edge and impacting the LPT blade

The results reported by Barter et 82] for the amplitude and and to a lesser extent the HPT wake. Figure 10 presents compari-
phase of the unsteady pressure at vane passing frequency smms between the predicted and measured unsteady pressure enve-
twice vane passing frequency for the 20 percent spacing dopes at 75 percent span on the LPT. Referel88 presents a
shown in Figs. 7 and 8, respectively. Similar results are alsimilar comparison for the 50 percent span location.
shown for 60 percent spacing [iB2]. TURBO Stage does a good For both spanwise locations, the agreement between the mea-
job of predicting both the amplitude and phase over the entiseired and predicted unsteady envelopes is generally good from
surface for the 20 percent spacing case at vane passing frequetheystagnation region to about 70 percent-wetted distance. Beyond
as illustrated in Fig. 7. The phase distribution predicted by0 percent wetted distance, the agreement at the lower bound is
TURBO Wake-Blade is not in as good agreement with the datgood, but the upper bound data is somewhat above the prediction.
However, both codes do an equally good job of predicting boffigure 11 presents a comparison obtained at 21 percent wetted
the amplitude and phase at vane passing frequency at the 60 péstance on the suction surface of the LPT blade between the
cent spacing. TURBO Wake-Blade predicts the phase at twipeedicted and measured time-resolved pressure history.
vane passing frequency for the 20 percent spacing case better tha@ne can see from this comparison that there are differences
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as i In the study reported by Weaver et E86] measurements were
~— 3 performed for three HPT blade exit Mach numbers, 1.05, 1.20,
Bnog 1 and 1.44, in order to ascertain the importance of the shock exci-
1 tation of the LPT blade. Surface-pressure predictions were ob-
. WY - SO = ST | tained using several different CFD codes for comparison with the
0.2 Line resshution Escept st Trailing Edge of Suction = measurements. Included werex)(a nonlinear steady, linearized
C e - 1 unsteady Euler solveiTACOMA, [21]), (b) MSU TURBO used
O I bt i T S (TIPEE roton Side4  in the previous study reported [82] (see[16] for description of
100 30 0 50 inn the codg, (c) a three-dimensional Navier—Stokes solver, agd (
% Surface Distance the VBI two-dimensional analysitsee procedure 2 of reference
(b Blade [31] described earligr The measured and predicted time-averaged
pressure distribution obtained using the four codes for the 20, 50,
Fig. 9 Predicted versus measured time-averaged surface and 85 percent span on the LPT blade are givef86). Reason-
pressure for HPT vane and blade at midspan  [34] able agreement between the predictions and the measurements is

shown for all three locations. The authors also present a compari-

son of the results of the various predictions to the measured am-

plitude of the unsteady pressure at blade passing frequency. The
from passage to passage likely because of the physical constqu@dictions at midspan are in reasonably good agreement with the
tion of the hardware. However, the overall agreement between tin@asurements, but at the 85 percent span location, the codes over-
time-resolved prediction and the data is very good. Figure IRedict the amplitude of the unsteady pressure consistent with
presents the same data in the frequency domain. At HPT bladaldeman et al[34].
passing frequency, the CFD code is conservative and somewhéThe results presented in Section 2.2 demonstrate that pressure
overpredicts the magnitude of the unsteadiness. Clark has sdggtributions are predicted reasonably well by state-of-the-art CFD
gested that the modeling technique describeflirmay improve codes. The comparisons presented were for the vane and blade
this comparison. midspan region for subsonic high-pressure turbines, transonic
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high-pressure turbines, and vaneless counterrotating turbines ¢ 11
rently of interest to the industry. However, near the hub and tij 50% Span 1 — UNSFLO
the agreement between the predictions and the experimental = PR ® Measure
sults are not nearly as good, and the codes are in need of sigr g
cant improvements. It is important to be able to predict the surfa§
heat transfer as well as the surface pressure. Effort needs to [ ¢
ceed to initiate incorporation of the algorithms and modeling ne® L 3
essary to calculate heat transfer distributions for the vane a% 1 &
blade rows into the three-dimensional unsteady codes. It is w g 0. o ™
known that this step will require significantly denser grids near tt $ &
surface of the components for which the heat transfer predictioz ]
are desired. The increased computing time and other difficulti & 0.2
associated with incorporating the ability to calculate heat transf®
represent a challenge to the code developers, but much is to
gained by initiation of the effort. ' T v T © T T T J
~100 -75 -50 -25 0 25 50 75 100
2.3 Simultaneous Measurement of Forcing Function and BS % Axial Chord 58
Damping. At the elevated temperatures associated with the tur-
bine blade, fluctuating loads may result in large resonant stres5ék 13  Predicted versus measured surface pressure for blade
eventually causing high-cycle fatigue of the component. Measur@-0 percent span, TFE-731 [64]
ment programs described [80,34], and[36] provided informa-
tion helpful in understanding the source of the forcing function.
Chiang and Kiel{49] give an approach for predicting the vibra-ity for which several of the aerodynamic and heat transfer mea-
tory response of a blade for a given configuration. Kigf)] surement programs described herein were performed. In the work
presented a series of six lectures at the von Karman Institute fitgscribed by Abhari and his students, the rotor airfoils were in-
Fluid Dynamics on the subject of aeroelastic design of turbomsatrumented with strain gages and pressure transducers in addition
chinery blades. One of these lectures also describes experimetdahe piezoelectric actuator. This initial work reported in Abhari
techniques used to determine aeroelastic behavior for full-scd&?] was followed by the work of Jeffers et d63], which de-
engines. However, predicting the component high-cycle fatigseribed the technique reported [82] in much more detail. Sub-
life requires experimental data relevant to the forcing functiosequently, Kiell64], Kielb et al.[37] and Kielb and Abharf65]
(amplitude and phase of the unsteady pressure loadifftgese demonstrated the application of this technique by obtaining a data
data calibrate the models being used for predicting the structusalt at turbine design corrected conditions for the HPT stage of a
and aerodynamic damping of the system. Examples of forcigarrett TFE-731-2 engine. The data set includes simultaneous
function measurementa portion of the desired experimental in-measurement of the unsteady pressure and vibratory response. The
formation for transonic turbines were cited earlier in this papeturbine stage used by Kielf64] has a subsonic vane exit Mach
and additional information for low-speed subsonic turbines can bember(on the order of 0.8so that the blade excitation is pro-
found in[51] and[52]. Verdon and Caspdi53] and Whitehead vided by vane wakes. The influence of aerodynamic loading on
[54] have proposed linearized models for the numerical analyste® airfoils is shown to provide a significant increase in total
of forced response and aerodamping. More recefBB},and[56] damping. Kielb used the CFD code UNSFLO 24ocedure 3 of
described an Euler code formulation for this purpose g6 Venable et al[31] discussed earligito predict both the aerody-
described a Navier—Stokes code. namic and structural response of the HPT blade for comparison to
The obvious next step is to obtain simultaneously detaildds experimental results. This code should not be expected to do a
surface-pressure and structural response and damping informatgiond job of predicting the pressure loading away from the mid-
within the same experimental program. This experimental effaspan location if the airfoil flow field is three-dimensional. Figure
must be accompanied by an analytical effort designed to coud® compares the measurement and prediction of blade surface-
the structural response with the aerodynamic forcing function ipressure distribution at midspan taken from Kigg]. This figure
formation in order to be useful to the industry. Experimentally, shows good agreement between experiment and the UNSFLO 2-D
is a straightforward extension of the measurement technique geediction for the midspan location. The author also presented
scribed in[34] and [36] to place strain gages at predeterminedata for the 85 percent span location, but the agreement was not as
locations on the component to obtain strain, damping, and premod.
sure loading simultaneously. The short-duration facility used by Reference[64] also presented a comparison of the measured
these authors offers the opportunity, in the same experiment,uersus the predicted amplitude and phase of the first harmonic of
separate the aerodynamic damping from the mechanical dampitige midspan time-averaged surface pressure. This comparison il-
The supporting analytical portion of the task is underway at selustrates good agreement for the amplitude of the harmonic at
eral institutions. blade passing frequency. The phase of the harmonic of the surface
Aerodynamic damping measurements for transonic comprgsessure appears to be a more difficult quantity to predict than the
sors using short-duration facilities were pioneered by Crawleyrresponding amplitude. The comparison between the predicted
[58] and Crawley and deLui®9]. The data necessary to separatand measured phase of the unsteady pressure presented by Kielb
mechanical damping from aerodynamic damping is obtained b§4] is similar to that presented by Barter et [@82]. Barter et al.
embedding piezoelectric crystals in selected blagdsich have [32] utilized a different turbine operating under different aerody-
both strain gage and pressure instrumentatidotivating the pi- namic conditiongthe Allison VBI turbing and they used different
ezoelectric crystals while the rotor is spinnifaf the proper de- prediction technique$TURBO Wake-Blade and TURBO Stage,
sign corrected spegdh a vacuum immediately prior to initiation see Fig. 7. The results of these works suggest that perhaps addi-
of airflow determines the mechanical damping. Many previou®nal work is needed in this area to improve prediction capability
researchers have embedded piezoelectric crystals in airfoils dad blade locations away from midspan. Prior to initiating the
used them for various purposes, e[60] and[61]. experimental phase of the program, a finite element analysis was
Abhari [62] was among the first to demonstrate successfullyndertaken to predict the mode shapes and the resonant frequen-
that piezoelectric actuators could be embedded in rotating bladess anticipated for the target experimental conditions. The mode
and used to deduce structural damping for a rotating turbine bladesecond bending crossing predicted to occur at about 20,000 rpm
His experiments were performed in the same short-duration fadifer 41 vanes this would be a frequency on the order of 14,000
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Hz) is shown on the Campbell diagram presented in K[@#]. nondimensional number is most appropriate for presenting their
Referencd 64| presents strain gage time histories for the bladgata. It is the opinion of the author that both are useful, with
strain gages. The data presented in the time domain illustrats@metimes one taking the precedence over the other based on the
resonant bloom during the test period. The same data presenteddltulations performed and/or data presented. It is important to
the frequency domain illustrates the mode 4-second bendirgnlize that experimental and computational communities arrive at
crossing at the blade passing frequency of about 14,000 Hz. Tthese numbers differently. This is because in the computational
authors were able to separate aerodynamic damping from megime all the parameters are availatdince they are all calcu-
chanical damping in this experiment by using piezoelectric cry&ted, but in the experimental regime only a few parameters are
tals to excite the blades in a vacuum just prior to initiation of theneasured. Thus, it is worthwhile to review these differences.
airflow. Aerodynamic damping was a significant component of the The Nusselt number (N) can be interpreted as the ratio of the
total damping for this particular turbine. Data are reported for twoonvective to conductive heat transfer is a slab of fluid of thick-
values of vane/blade axial spacing, and it is shown that the smalferssL, and is generally written in its most basic form as:

spacing results in large increases in the pressure harmonic ampli-

tude, especially near the tip and on the suction surface. The results NU =& 1)
obtained by Kield64] provides a much needed data set that can LT kg

ggdgzed to refine the models used in structural response C\I/:vRereh=heat transfer coefficient,=a reference length, and

=thermal conductivity of fluid.
3 Description of the Heat Transfer Problem Computer codes often derive the Nusselt number from an inter-
i ) o nal calculation of the heat transfer coefficient. Standard experi-
Efforts focused on understanding turbine airfoil heat transfefiental techniques do not measure the heat transfer coefficient
have traditionally been overshadowed by the work done on thgectly, rather they derivg’ (the local heat flux per unit argas
associated aerodynamics. This was not due to a lack of appregjgscribed below based on the time history of the surface tempera-
tion for heat transfer problems, but rather the difficulty of the, e and some knowledge of the surface properties. For our pur-

problem that became more prominent as turbine inlet temperat esq’ then becomes the measured quantity and is relatéd to
increased. Early designers did not need a computer code tol% he following manner

them that components had heat transfer problems. Partially
melted, totally destroyed, or missing pieces provided all the evi- g =h(Te—Ts) 2)
dence they needed.

Most conceptual models for heat transfer to a modern thr
dimensional airfoil require significantly more information than i ‘ - ) )
required for aerodynamic calculations. As for the aerodynamjc EAuation(2) can be substituted into E¢l) to yield the rela-
calculation, defined inlet and exit flow field parameters must Bnship for Nusselt number most often used by experimentalists

prescribed. Also required are the free-stream turbulence and tfy-Presenting their results.

owhere g’ =heat flux/unit areal = reference temperature, and
d r=surface film temperature.

bulence scale. A second boundary condition for the heat transfer q'[tIL
problem is that the pressure distribution on the airfoil is known; Nu [t]= (3)
which is the output of the CFD code development described in K Tolt](Trer— T4l tD)

Section 2. Further, the computational grid required for the heghe functional dependence on time and film temperature is shown
transfer calculation is much finer than required for the correspong-the square brackets for a time-accurate measurement.

ing aerodynamic calculation. This is because the temperature graa similar argument can be made for the Stanton number. More
dient at the airfoil wall drives the heat-flux calculation and thgften the Stanton number, a normalized heat transfer coefficient, is
grid resolution in the boundary layer must be significantly finegjther directly calculated or in older codes is the result of empiri-

The boundary layer approximation assumes a constant presste relationships relating other nondimensional parameters. The

through the boundary layer, but the temperature through thgse definition is usually given as one of two forms:

boundary layer is not constant. Thus heat transfer calculations

were in difficulty until these airfoil surface-pressure predictions ~h Ny

became, at least to a first-order approximation, relatively reliable. St= pu..C, " RePr )

This was not really accomplished until recen¢gs discussed in

section 2. Of course, the design problems were always preseiR.=Reynolds number based dn , .

and the different techniques used to provide predictions given theT Nis contains many terms not directly measured in experiments.
limited knowledge available are discussed in this section. TH&1€ mass flow usually is known arfdis related to the Nusselt
codes progressed from boundary-layer codes that have their orignber as shown above, which results in a definition used by the
in correlations of early flat-plate data, through the twofXPerimentalists since it relates the Stanton number to measured

dimensional or quasi-three-dimensional steady codes to the fayantities:

three-dimensional unsteady Navier—Stokes codes. q'[t] q'[t]

Over the past twenty-five years, turbine heat transfer calcula- sft]= - = (5)
tions and experimental data have been reported in the open litera- m _ _ m _
ture by numerous industry, government, and university authors. A (TrelCprerTiltCprim) 7 (Hred t]=H[t])

The detail reported for a particular calculation technique generall
depends upon the “competition sensitive” nature of the compatri
son. Government and university-authored papers usually provid
bit more detail about the calculation techniqbet generally for a . .
geometry that is relatively uninteresting to the industhan pro- various groups to ot_)taln these measurements.
vided in industrial based papers. Understandably, the compa@?—here are many dlflferent technlquesb_used to_perfotr)m heat trags-
design codes distinguish the manufacturers and detail about th ?measyrements relevant to gas turbine engines, but space does
codes will be kept proprietary. not permit an eXhauStIVF_,‘_dISCUS$IOI’_1 of those techr_nques here. The
work of Giel et al.[66] utilized a liquid crystal technique. Profes-
3.1 Heat Transfer Measurement Techniques. So much of sor Terry Jones has pioneerfg¥,68,69 application of this tech-

the early heat transfer predictions were based on purely empiricédue to problems of interest to the gas turbine community at
relationships that it was common to report heat transfer results @sford University and the interested reader is referred to his work
Nusselt or Stanton numbers. Authors argue about which form of@ additional detail. The discussion herein will be confined to the

n=mass flowrateA=reference area. Prior to initiating a discus-
ign of heat transfer measurements and comparison with predic-
ion, it is appropriate to review briefly the techniques used by
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general type of heat-flux gage used by various groups that is,daoling. Thus, an alternate gage consisting of thin-film gages de-
one form or another, a metal thin-film gage. Thin-film heat-fluposited on a vitreous enamel-coated metal was developed by
gage development work was initiated in the early 1950's to pr@oorly and Oldfield[79,80 and Doorly[81].
vide a heat-flux measuring capability for the emerging experimen-The design, construction, calibration, and application of the
tal devices used to create high Mach number flows. The postHT double-sided heat-flux gage that consists of a pair of metal
World War Il political environment focused on national defensthin-film gages on opposite sides of a polyamiéi@pton insu-
interests involving vehicle velocities that were much greater tha@ting substrate is given in Epstein et f82]. This specific gage
the speed of sound. Thus, the search for experimental facilitiesed a 25«m (0.001 in) thick polyamide insulator with electro-
with the capability for producing representative fluid dynamitytic nickel deposition for the metal thin films on both surfaces. If
conditions was an active research area. Development of diagnostie is doing film cooling research, this particular type of gage is a
instrumentationof which the thin-film gage is but one elemgnt very attractive device for measuring heat transfer, since one is
proceeded along with facility development. freed from the more restrictive assumption about one-dimensional
The thin-film gage is a device consisting of a thin metal elesemi-infinite behavior of the substrate.
ment having a very small heat capacity bonded to the surface ofHager et al[83] describe the initial design, construction, and
an insulator. As will be demonstrated later in this discussion, ti§@libration of a heat-flux microsensor consisting of a thin thermal
insulator may have a thin-film gage placed on one side or on bdgsistance layer sandwiched between many thermocouple pairs
sides. When subjected to a change in the temperature fieldfosming a differential thermopile. The gages have a physical size
properly calibrated metal film can be used to determine the te@f about 3 mm(0.12 in) by 4 mm(0.16 in) and are about Zm
perature history of the insulator surface. By employing existing-00008 in) thick. The gage can be placed on either glass or
theory for transient heat conduction in a nonhomogeneous bogijjcon substrates. Later Holmberg and Dill&4] report the re-
and making some assumptions about the physical properties of s of a study conducted in a short-duration environment in or-
insulator, the heat flux to the insulator surface can be calculatedd@r to characterize the response time and the calibration of the
a straightforward manner. The assumptions about the insulaf§at-flux sensor described in Hager et[d3]. More recently
properties and behavior range from simple one-dimensional h&apPp et al[85], Smith et al.[86], and Popp et al.87] have re-
conduction to more complicated transient conditions, dependifgrted results of measurement programs that were performed in a
upon the actual experiment. Early research relating to thin-filffansonic cascade wind tunnel utilizing these heat-flux sensors.
technology was performed at the California Institute of Technolhe intent of the measurement programs was to determine the film
ogy [70], Lehigh University[71], Cornell Aeronautical Labora- effectiveness and heat transfer coefficient for the suction surface

tory [72,73,74, and Avco Everett Research Laboratofiés]. The ©f a turbine blade.
initial users of this device were interested in using it to measureHeat flux can be deduced from the measured voltage versus
surface temperature. Vidir2] was among the first to develop thetime history of the metal element for the different heat-flux gages
thin-film gage for measurement of heat flux in short-duration f&lescribed above. This is done using either an analytical or a nu-
cilities. Schultz and Jondg6] provide a comprehensive review of merical solution to the heat conduction equation with the appro-
the 1973 state of the art for measurement of heat transfer in sha¥iate boundary conditions. The data reduction process requires
duration facilities. that specific calibration daté&iffering depending upon the spe-
The specific type of thin-film gage used at the various resear€lfic 9age be available in order to proceed. A description of the
institutions varies because demands of the instrumentation are gglution for the different gage configurations can be found in

ferent. The available test times and the flow environments assoffeaver et al[88]. . . ’
ated with the individual facilities differ and researchers are attack- Heat-flux measurements have been in use since the 1950's and

ing different problems. The available test time determines tiata using these techniques has been validated repeatedly against
substrate thickness onto which the gage is painted. The substR8trolled experiments and flight tests. However, the care required
is designed to be sufficiently thick so that the thermal wave do% taking these measurements, the calibrations needed, and the

not penetrate to the backside of the substrate during the test tifi@mPlexity of making the sensors themselves has led to the search
or that a second sensor is placed on the backside to monitor tf§tOther types of sensors. Many of these techniques do not have
temperature. the frequency response to be used in rotating experiments, and it

Test times on the order of 100 to 125 milliseconds are typical 5 Unlikely that in the immediate future standard heat-flux gages

short-duration facilities such as the shock-tube driven reflecte¥l! P& replaced. Typical accuracy for these types of measure-

shock tunnel used at Calspan and now at The Ohio State UnivBIENtS is on the orger _‘I)_]E.E’ E}ercent Sf the rea%ilngwht_en all
sity. Thus, the single-sided thin-film gage bonded to an insulati rors are accounted forThis has not been a problem since pre-

substrate is used unless the experiment involves film cooling m ctive techniques have not been near thls_level of accuracy. As
surements. Test times are on the order of 300 to 400 milliseco codes develc_)p, there W'”.be an F.-‘ffo” to improve the accuracy
for the intermediate short-duration facilite.g., the free piston of heat transfer instrumentation. This process also occurred with

type facility used at Oxford Universit§77]) and the small blow- pressure instrumentation in the 1980’s and 1990’s that dramati-

down facility (e.g., MIT,[78]). Different types of gages have IoeeE}cally increased the accuracy of those measurements. We are not

developed for use in these facilities. The test time is on the or & from heat-flux measurements on the order -of percent
of 2 seconds for the large blowdown facilite.g., the Turbine accuracy.
Research Facility TRF) at Wright Laboratory. In this case, itis 3.2 Combustor Exit Flow. Heat transfer in turbines is the
necessary to use thick single-sided gages, the MIT-type doubtesult of high-pressure, high-temperature gases leaving the com-
sided Kapton gage, or the Oxford vitreous enamel-coated melaistor and entering the HPT, where extraction of the power nec-
gage. essary to operate the HPC is extracted from the flow. Upon leav-
For their earlier work, the research group at Oxford Universiting the HPT, the flow path gas is then directed into the LPT, where
has used a machinable ceraniacor with platinum thin-film additional power is extracted to operate the fan stages of the ma-
gages either painted or vacuum deposited at selected locationshime. The combustor is the initial hot-section component and is
the surface. If the component to be investigated is one for whiebsponsible for all of the subsequent heat transfer difficulties ex-
the stress levels are relatively low, e.g., a vane, then the comperienced by the machine. In addition, as noted previously, it gen-
nent shape can be machined from a Macor block and thernemhtes the inlet conditions that are needed in the computations.
penetration depth is not a problem. However, Macor does not haWkus, it is worthwhile to discuss how the combustor is normally
sufficient strength to be used for rotating components and it ieated, especially with respect to the turbulence intensity and
difficult to construct a complex component that would allow filmscale of the gas leaving the combustor.
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Many heat transfer—related papers begin by making the ass® 02

tion that the flow leaving the combustor and entering the turbir’c:l - e T=80°F Uow 15 fvs f:ﬁ:,
has very high turbulence intensity with numbers cited rangir@ 4 4g 23 —a—T-'?.Uo-sum 4
from 6 to 20 percent. Seldom do these publications cite an aves " —o T= 1270 °F, U0 = 63 Vs /-

able reference with a measurement of turbulence intensity or tl§ 0.12 [ % T=1080 °F, Uo = 03 fvs

bulence length scale for an operating combuétgroperating it is 2 ) i T T e

meant at pressure and temperatuithin the confines of some @ ]

engine companies, there may be results of measurement progr:& 0.08

substantiating these numbeisich as Goebel et d189])). While & AN TN M Tt
this paper represents a thorough experimental study, the comti 0.04
tor configuration used was representative of that used for a sye
tionary power plant gas turbine. While propulsion and power plag 905 5 : 55 1
gas turbine combustors differ, the absence of other experimer r/R :

results makes this paper valuable. The turbulence intensity & (@)

length-scale numbers used in a particular calculation are mc
likely selected based upon previous experience. That is, by hie
much the analysts had to “turn the knobs on the local comput: 02 J-
code” in order to match predictions for sparse engine data. Oft§ . -
one of these “knobs” is the value for the free-stream turbulenc® 9-1& /
required by the code, but often unknown to the designers. Mci

and Oldfield[90] performed pressure measureme(aisd then us- § 0.12 e il 70
ing the pressure spectrum deduced the velocity spe¢tosing a D o . 2N =
room temperature combustor at atmospheric pressure. They i3 0.08 —o-To71F Uoodl e . X
ran the combustor at atmospheric temperature and atmosphg —8-T= 1240 °F, Uo = 107 it's
pressure and concluded that the deduced velocity spectrum \§ ¢.04 —o—T= 1580 °F, Uo = 140 ft's
similar in both cases and argued that the combustion didn't infl™, —3¢—T=1980°F, Uo= 174 lvs
ence the turbulence spectrum. Missing from this argument is t2 R S D Vs s S ki
influence of combustor geometry, significantly elevated presst® 0.5 [} Y 1
and further elevated temperature, combustion, plus the influer */R

of the chemical kinetics, all of which may significantly influence (b)

the turbulence levels.

Goebel et al[89] presents some of the most detailed measurx 02 ey sy
ments of turbulence intensity at the exit plane of the combust®
found in the literature. These authors used a natural gas fired (2 o.18 >
combustor and report measurements made with the combustor < . :
erating at either 6.8 or 4.8 atm pressure and either room tempe§ 0.12 fromespoeereeer s
ture (300 K, unfired or at 1356 K(fired). Axial and swirl velocity .g o - &“0-4-9- S
and turbulence profiles are measured using a Laser-Doppler ‘g 0.08 [ homt ot P
locimeter system. Temperature profiles in the exit plane we® ——T=7
measured using thermocouples mounted on a traverse system. —8- T = 1240 °F, Uo = 107 iv's
authors independently measure the effect of combustor geome& —o—T = 1580 °F, U0 = 140 Vs
operating conditiongmass flow and pressyreand combustion on «* —3~—T » 1980 °F, Uo = 174 Vs
the measured turbulence intensity. They do not attempt to meass O_o_s
the associated turbulence scale. Swirl is demonstrated to hav t/R
major influence on the turbulence intensity distribution. The me. (@)
sured turbulence intensity in the center portion of the exit flow
was on the order of 7 to 12 percent. The pez_ak turbulence intensity 14 (a) Influence of combustion on exit plane turbulence
was outboard of center and reached a maximum of about 20 p@fansity for low-swirl geometry  [89]; (b) Influence of combus-
cent depending upon the particular operational mode. The auth@és on exit plane turbulence intensity for high-swirl geometry
demonstrate that combustion has a significant influence on {i89]; (¢) Exit plane radial turbulence intensity for high-swirl ge-
magnitude of swirl and thus on the turbulence intensity. Figuresetry [89]

14(a—c) are taken from the results presented by Goebel ¢88.

Figure 14a) illustrates the effect of combustion on the exit-plane

axial turbulence intensity for a low-swirl geometry. Figureld4 stream turbulence on the codes are changed within the range of
is a similar result for a high-swirl combustor. Figure(@4pre- values just noted to make predictions align with data.

sents the influence of combuster geometry and temperature on thghe most severe thermal conditions associated the gas turbine
radial turbulence intensity for the same conditions as used fengine are experienced in the combustor. A requirement of satis-
Figure 14b). factory operation is that the liner walls of this component be

Figure 14a) shows that the main effects due to speed and terseoled and temperature gradients within the material be controlled
perature occur at radial distances greater than 0.4. In addition, therder to maintain structural integrity. Cooling the combustor is
relative intensity is greater for the low-speed flows, but the absaecomplished by bleeding air from the HPC and injecting the
lute variation is greater for the high-speed flows. The low-switlleed air into the combustor via cooling jets, louvers, air-blast
geometry has a significant variation of axial turbulence intensityozzles, etc. This cooling process along with the combustion pro-
as a function of radial position, values range from 7 to 20 perceriss contributes to the combustor exit plane turbulence intensity,
For the high-swirl geometryFig. 14b)), the main result is that length scale, and hot streaks. There is a significant body of litera-
uniformity is preserved over a larger portion of the combustaure describing various cooling design techniques for combustor
exit. Figure 14c) illustrates that the exit plane radiewirl) tur- liners. The work of Mularz and Schul{®1] provides combustor
bulence intensity is similar to the axial turbulence intensity. It isurbulence intensity information in the liner at a pressure of about
not surprising that often the input “knobs” corresponding to freesix atmospheres, but does not address combustor exit plane turbu-

R

-
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lence intensity and scale. Many years ago Marek and Taéizla research efforts in this field chronologically. Section 4.1 deals
were concerned with film cooling effectiveness for combustor lirwith external heat transfetheat transfer to the metal surfaces
ers. The turbulence intensity for this research was not producedédxposed to the main core fl)vin the absence of cooling. This is

an engine combustor. Rather various blockage plates were used farge area, since it has seen the majority of the research effort,
produce turbulence intensity for a rectangular combustor operaiid is broken down further into a review of heat transfer to dif-
ing at one atmosphere pressure and with air at an inlet temperatigient parts of the turbine stage. Section 4.2 looks at the same
of 580 K to create four values of intensity ranging from 7 to 3physical procesgexternal heat transfebut with the addition of
percent. The result of their studies was that film effectiveness ofiiiin cooling. Section 4.3 presents a discussion of the influence of
flat plate placed downstream of the hot gas source was reducedd@e-stream turbulence and boundary layer transition on airfoil
as much as 50 percent as the turbulence intensity was increaggst transfer. Finally, internal heat transfer with cooliffgat
from 7 to 35 percent. The authors compared their data with th@nsfer inside passages discussed in Section 4.4. Internal pre-
turbulent mixing correlation of Juhasz and Maf&&], but found giction techniques are heavily dependent upon empirical lumped
very poor agreement. Juhasz and MaféB] used a turbulent parameter models and a review of the data upon which the models
mixing equation to correlate film cooling effectiveness data thate pased is included. The information used to derive these models

had been obtained in a sector combustor. They found little agre@mes from both nonrotating and rotating measurement programs.
ment between the mixing coefficient and the turbulence intensity

(which were postulated to be equderived from combustor data 4.1 External Heat Transfer Without Film Cooling. The
resulting from low-turbulence wind tunnels. Their explanatiodemand for operation of propulsion gas turbines at ever-increasing
was that the large differences were the result of the higher turdurbine inlet temperatures has put increasing emphasis on improv-
lence intensity associated with the combustor. However, Mulairzg the calculation of heat loads for the machine. These increased
and Schult491] used a full-scale annular gas turbine combustdemperatures can be tolerated because the combustor and turbine
operating at six atmospheres pressure with combustor inlet tec@mponents are film cooled, but a discussion of film cooling will
peratures at approximately 900 K to make film cooling and turbire deferred until Section 4.2. There is a wealth of experimental
lence measurements. They found that the turbulent mixing coeffind computational information available for the uncooled turbine
cient was only 10 percent of the turbulence intensity as opposedsiod it is appropriate to discuss this work because it represents the
being equal to the turbulence intensity. The combustor exit teffoundation upon which the current prediction techniques have
perature for the measurements reported by Mularz and Schudgen built and verified.

was on the order of 1400 K. Mularz and Schultz used a single hotThe geometry and flow field of specific interest to the designer
wire probe to measure turbulence intensigsumed to be isotro- has progressed from the midspan region of an uncooled two-
pic) in the combustor liner regiorinot at the combustor exit dimensional flow airfoil to the hub, tip, and midspan regions of a
plang and then only under nonburning conditions. They conhree-dimensional airfoil with significant film cooling coverage.
cluded that near the wall the turbulence intensity was on the ordefogress in calculation techniques has made possible numerous
of 35 percent. Marek and Tacifi@2] argue that there are difficul- two-dimensional Navier—Stokes codes and more recently, three-
ties associated with making measurements in engine combusi@kfiensional Navier—Stokes codes. The older method of using a
because of the well-known pattern factor and thus question thgo-dimensional calculation to obtain the surface-pressure loading
results of Mularz and Schul@1]. Marek and Tacind92] note  along selected streamlines and then applying a modified flat-plate
that testing their turbulent mixing correlation using an actual comrat transfer code to estimate the local heat transfer coefficient is
bustor is inaccurate because the associated large temperaturesgfidised under some circumstances. However, as demonstrated in
velocity gradients make it difficult to define a single value of hogection 2, the ability to calculate the surface-pressure distribution
gas velocity and temperature. It is true that these difficulties exigby three-dimensional airfoils has made some significant advances
but such are the facts of life when working with the real world of, the past ten years. The heat transfer community must now pick
engine combustors. A great deal has been added to the combugipihe challenge and advance the state of the art to be able to

literature since the work of Mularz and Schul®4], but measure- perform heat transfer calculations for three-dimensional airfoils in
ments of the turbulence intensity and scale for an operation@inanner acceptable to the design community.

combustor are still missing. The more recent gas turbine literature
includes a description of the design procedure for the cooling4.1.1 Development of Prediction Techniqgue€ommon prac-
scheme(Kumar et al.[94]) and a description of a technique totice in the 1975 to late 1980’s time period was to generate the
calculate the radiative contributidiKumar et al[95]). Validation local pressure or velocity field information for the airfoil using
of the turbulence model is presented in Kumar and Mofgél, two-dimensional inviscid flow codes, MERIDKatsanis and Mc-
and a discussion of film cooling effectiveness for a modern corhlally [99]) and TSONIC(Katsanis[100]). Then the user would
bustor liner is given in Kumar et a97]. employ either flat-plate correlatiofgckert and Drak¢101]) or a
Mayle et al.[98] conclude in their paper “The Turbulence Thattwo-dimensional parabolic boundary layer code, STASaw-
Matters” that the effects of turbulence can be explained when tfierd and Kayg102]), which uses the finite difference scheme of
full spectrum of turbulence is known. It is acknowledged, howPatankar and Spaldind 03] to generate the heat transfer predic-
ever, to be nearly impossible to obtain this information for the gdions. Examples of this technique being used to compare predic-
turbine application. In the absence of relevant experimental dat@n with experiment for a full-stage rotating turbine can be found
engineering approximations are made to permit predictions, aifdDunn et al[104] and Dunn and Chupfdl05]. The heat transfer
papers treating cooling jets and film effectiveness in combustepefficients calculated using flat-plate correlations were obviously
environments have appeared in the literature. As emphasized @ddimited use for gas turbine purposéSraham[106]), but these
lier in this paper, designers are able to make reasonable apprdbat-plate correlations are still used today to obtain “sanity check”
mations as evidenced by the infrequency of in-flight engine shestimates as will be demonstrated later. An example of the simple
down. flat-plate prediction compared to full-stage rotating turbine data
can be seen in Dunn et 4l107]. Improvements in the transonic
. - flow field region were added by Wo¢d08] and the MERIDL and
4 Turbine Airfoil Heat Transfer TSONIC codes were coupled and made more user friendly by
Turbine airfoil heat transfer is a broad research area and sp&wyle et al.[109]. As an input condition, the boundary layer code
several decades of work. Most research activities focus only orS8AN5 requires a description of the surface streamlines and the
small aspect of the problem at any one time, which makes reviegas-stream velocity distribution. The code STAN5S was attractive
ing the literature a complicated process. To help organize this tasi,many users because of its general availability to those inter-
this section is split into four areas that tend to follow the maiested. The eddy-diffusivity turbulence model was included in the
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early version of STAN5 that worked with success in rather simpkxperimentally determined surface pressure and heat transfer data
flow environments. Significant changes were required of theported in Dunn et all107]. The measurements were obtained
STANS code to make it applicable to the turbine flow field. Sincéor a Garrett Low Aspect Ratio Turbif®ART) stage. The results
STANS was released in 1976 as a flat-plate prediction, a methofl both the three-dimensional Euler code and the three-
for including free-stream turbulence, leading edge curvature, adinensional Navier—Stokes code showed excellent agreement
pressure gradient was needed. The STANS5 code formed the bagi# the measured surface-pressure distribution for the vane mid-
of later codes, such as the KEP code still in use today by Genesphn. Surface-pressure measurements were not available at airfoil
Electric and described by Zerkle and Lounsb(tg0]. The KEP |ocations other than vane midspan for this particular turbine stage,
code is based on a 1985 version of STANS that was modified Byt the three-dimensional Euler calculation suggested significant
Rodi and Scheuerefl11], to include the Lam and Bremhorstthree-dimensional effects. The three-dimensional Euler code and
[112], low-Reynolds-number version of the-& turbulent flow  the three-dimensional Navier—Stokes code were used to calculate
model. This modification also included the capability of providinghe blade midspan surface-pressure loading. Significant differ-
as an input parameter the desired value of free-stream turbulenggees between the results of the two calculations are shown
The way by which the free-stream turbulence influences boundagy the suction surface, but measurements were not available for
layer transition on the airfoil and a discussion of whether or Nbmparison.

transition is an important consideration for a modern HPT stage isTpe predicted surface-pressure distributions obtained using the

discussed later. Several modifications made by NASA Lewis Rgyree-dimensional Euler code were then used to calculate the mid-
search Center to STAN&rawford and Kay$102)) to make the gnan Stanton number for the vane and the blade as well as the

computational code more applicable to gas turbine geometries gl o ondwall. The calculated ; ;
h : L 2 . - . pressure loading was input to an
described in Gauglef113]. These modifications included incor- xtensively modified version of the STAN5 two-dimensional

potr)atloré of alcylmdtncal ]tgzadlng Zd?e caéllcplatlon, |nt(_:orpofrat|on oundary layer code noted above to calculate the vane and blade
a boundary fayer transition model, and Incorporation ot a mo idspan heat transfer loading. The heat transfer calculation ob-

realistic gas properties model. Also included in the paper IS &ined in this manner underestimated the measurements for both

?AZCESZEnGO;ISPnn;ﬁ nghgaleS[éAﬂi]nge”Secr;?bej tLe;L'Z(eid gr)i/errl:cn:sl pressure and suction surfaces of the vane, suggesting that the
: 9 : P two-dimensional boundary layer calculation does not do well for

using a more recent version of STANGrawford et al[115,116) three-dimensional airfoils. The three-dimensional boundary layer

that is used to model full-coverage airfoil film cooling. This :
version of STAN5 was verified by flat-plate cooling ﬂowcode developed by Vat4d 23] was also used to predict the vane

. midspan Stanton number history. This code was developed spe-
experiments.

Crawford has continued development of a boundary layer co ifically for estimating heat loads to the endwall region of three-

used for prediction of heat transfer coefficients for aas turbi ensional airfoils with application to cascade experiments. The
o P L . 98 .rlz%mparison between the results of the three-dimensional boundary
airfoils. He has made significant progress since the initial versiq

. . . er code and the data was about the same as described earlier for
of STANS was released. His more recent work is found in a v?gy

. . . he two-dimensional boundary layer code comparison. The au-
sion of the code known as T.EXSTAN' Incprpora_\ted Into this co ors suggest that the disagreement between the prediction and the
are three levels of mean field closure, including mixing-leng

h oo ata for the vane indicate that some aspect of the airfoil geometry
models, & one-equation turbulence kinetic eneidyriodel, and .o ses significant amplification of the heat transfer coefficient. By
a large variety of two-equatiok—s models. Research versions of.onirast to the vane, the midspan Stanton numbers for both sur-
this code have extended closure to include full Reynolds stregges of the blade were predicted reasonably well by the two-
models, turbulent heat-flux models, and multiple-time-séale  gimensional boundary layer code. The three-dimensional bound-
models. How large-scale free-stream turbulence affects transitigh; jayer code of Vatspl23] was not used to obtain a prediction
is handled most successfully in TEXSTAN by the two-equatiofy the plade.
models. The start and end evolve from tes dynamics in either  The vane endwall heat transfer loading was predicted using the
a natural way(no modifications to the modelsr in a controlled  apove-noted three-dimensional boundary layer code developed by
way (Schmidt and Patank#t17]). The performance of these vari-vatsa[123]. The surface-pressure distribution obtained using the
ous models is described in Harasgama e{®L8] for a highly three-dimensional Euler code described in the preceding para-
loaded transonic turbine guide vat®rts et al.[119]). They dis-  graphs provided the input condition for the boundary layer calcu-
covered the models to be generally adequate for the laminar 88flon. The predicted Stanton number history for the vane hub
fu”y turbulent pOrtiOnS of the vane surfaces over the Vario%dwa” near the suction surface was shown to be in good agree-
Mach and Reynolds numbers and free-stream turbulence levelsy@dnt with the measurements as was the prediction for the hub
the experiments. However, the predictions indicate a somewha{dwall at mid pitch. However, the prediction for the vane hub
inconsistent model performance for a given model in the start aBfldwall near the pressure surface significantly under estimated the
end of transition region, especially at lower Reynolds numbers. fleasurements. Similar comparisons are presented in Sharma et al.
addition, film cooling and surface roughness have been incorga2(j for the tip endwall and the results are consistent with those
rated into TEXSTAN(discussed latgr described for the hub endwall. That is, the agreement between the
Researchers began to utilize more sophisticateeb- and prediction and the measurement is good for the endwall near the
three-dimensional Euler and Navier—Stokesdes to calculate suction surface and at midpitch, but the prediction is below the
the pressure and velocity fields for gas turbine vanes and bladegiiita on the endwall near the pressure surface. The authors at-
the late 1980’s. These results were then used in conjunction witthute the disagreement between prediction and measurement on
an appropriate two-dimensional or three-dimensional boundatye endwalls near the pressure surface to poor assumptions regard-
layer code to calculate heat transfer coefficients. An excellent éKg initial conditions at the endwall intersection.
ample of this technique can be found in Sharma €t120]. State- Dunn et al[27] presents a comparison of heat transfer data for
of-the-art two-dimensional and three-dimensional codes wetige vanes and blades of a full two-stage turbine with predictions
used to obtain estimates of the surface pressure distributionostained using the modified version of STANBescribed in
midspan for the vane and blade of a highly loaded turbine stageaugler[113]) and different Navier—Stokes codes. This study in-
Sharma et al[120] calculate the streamlines and pressure loadirgprporated the transition model of Mayl&24] and the intermit-
at the midspan locations of the vane and blade and on the endwelicy model of Mayle and Dullenkopfl25,126. The results of
surfaces using the three-dimensional Euler code described bythis comparison will be described in more detail later in the paper.
[121] and the three-dimensional Navier—Stokes code described byAlso in the 1980’s and into the 1990’s papers treating the sub-
Rhie [122]. The results of the calculation are compared with thigct of vane/blade interaction, transonic turbines with the associ-
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ated shock waves, and the resulting unsteady heat transfer in tapre sophisticated time-averaged heat transfer calculations for
bine flows appeared in the literature. Among the early works thebmparison with the measurements, it is worthwhile to discuss
used subsonic turbines were Dring et[d27], Dring and Joslyn some of them in a bit more detail. One of these papers is that of
[24], Dring et al.[25]. The studies reported by Dring and hisGuenette et al[130], who report the results of a heat transfer
co-workers were performed using a large sca@pproximately measurement program for the blade of a single-stage uncooled
five times engine scalglow-speed rotating rig operating at am-transonic turbine. The authors demonstrate good comparison be-
bient temperature inlet conditions. Later, papers began to appeaeen the measured time-averaged and calculatedo-
in the literature reporting blade heat transfer measurements thmensional Navier—Stokgblade Nusselt number distribution. In
full-stage rotating turbines operating at design corrected condhis work, the authors modeled the turbulence using an additional
tions. Among these papers are referenf&28|, [129], [130], turbulence viscosityCebeci—Smith model, Cebed46]). Guen-
[131], [132], [133], [134], and[28]. The paper of Guenette et al.ette et al.[130] do not present any measurements or predictions
[130] reports time-averaged heat transfer measurem{@otsur- for the vane of the turbine stage. However, they do present an
face pressure measurements for the rotating blade are reporiateresting comparison between cascade and full-stage data. One
for the blade alone. The paper of Abhari et[dl34] reports time- of the intentions of this paper was to demonstrate the influémrce
averaged and time-resolved surface heat transfer measureméats thereof of upstream vanes and rotation on the blade heat
for the blade. Rao et a[28] report both time-averaged and time-transfer results. This was accomplished by making a comparison
resolved surface-pressure and heat transfer measurements for bettveen the measurements obtained in the MIT rotating rig and
the vane and the blade. Kingcomb et F132] reported time- the same blade run in the Oxford cascélshworth et al[147]).
averaged heat transfer measurements on the (gamecomparison The comparison between the cascade data obtained for the pres-
with prediction and time-averaged surface-pressure measumire surface of the blade with both a rotating bar and turbulence
ments on the blade along with comparison with predictions. Alggrid and rig results are reasonably good. However, if the turbu-
in the middle 1980’s, Hods0o135,136,13Tused several different lence grid was not used for the cascade, the agreement is not at all
rotating rigs to obtain measurements of wake-generated unsteagiod. For the suction surface, the presence or absence of the tur-
ness, boundary-layer transition, and flow separation in rotor pasilence grid made little difference in the cascade results. For the
sages. In Hodsoh136], detailed measurements of the unsteadcases compared, the agreement between cascade and rotating rig
ness contained in the rotor inflow are presented that illustrate tthata on the second half of the suction surface is not nearly as good
change in incidence angle and turbulence associated with the vaseshown for the pressure surface.
wakes. Hodson does not present heat transfer data, but it is likelyKingcombe et al[132] reports the results of a rotating turbine
that both the change in incidence angle and the increased turlmeasurement program conducted at RAE Pyestock for which the
lence will influence the magnitude of local heat transfer. Bindérlade pressure distribution and the vane Nusselt Number distribu-
et al. [138] investigated the influence of vane wakes on the urnions were measured. The local pressure distributions on the vane,
steady rotor flow using a laser velocimeter system. They illustratane endwall, and blade surfaces were calculated using Denton
very high turbulence levels associated with the vane wakes. THel8] and Daweq149]. The vane heat transfer distribution was
authors do not address the potential influence of this high turbealculated using STAN§Crawford and Kayq102]). The heat
lence level on the local heat flux for the blade. The results of aransfer comparisons for the vane illustrated that the boundary
interesting experiment designed to study the effects of sholdyer code significantly overpredicted the experimental results.
waves and wakes shed by the vane row on the blade surface hedtbhari et al. [134] presented a comparison between time-
transfer are reported by Doorly et §139] and Doorly and Old- averaged and time-resolved blade heat transfer measurements and
field [140]. These experiments utilized a short-duration facilitypredictions for an uncooled turbine stage operating at transonic
and a system of rotating bars. In Doorly and Oldfigldi0], the conditions. The calculation technique used for this comparison
authors present Schlieren photographs illustrating the structurewds the two-dimensional, multiblade row code UNSFLO 2-D de-
the bar wake and its subsequent passage through the cascade.viaped by Gile$8] and Giles and Haimd45]. UNSFLO 2-D is
technique is an inexpensive way of providing an environment & coupled inviscid/viscous code in which an implicit algorithm is
which detailed understanding of the flow phenomena associategkd to solve the thin shear layer Navier—Stokes equations on a
with wake interaction can be studied. An interesting outcome bbdy-fitted boundary layer grid. The Euler equations are solved on
the rotating bar technique is the description of the unsteady heat outer inviscid grid using an explicit algorithm, and the inter-
transfer experienced on the blade as a result of compression h&ate between the two regions is treated in a conservative manner.
ing in the boundary layer because of the moving shock given fjhe version of the predictive code used by Abhari et 4B4]
Rigby et al.[141]. In 1985, this study was of interest because afised an algebraic Baldwin—Lomax turbulence model. The com-
the detail that could be learned from the results. It remains to parison presented for the time-averaged heat transfer shows the
demonstrated that the magnitude and phase of the pressure digitgdiction to be below the data for the initial 30 percent of the
bance produced by the rotating bars is consistent with that exerction surface, but in reasonable agreement from about 30 per-
rienced by a blade as it rotates through the vane wake andéent on to near the trailing edge. The prediction on the pressure
shock. The closest published attempt at doing this is the heatrface was below the data to a lesser extent over the initial 30
transfer study reported by Hilditch and Ainswolfth42]. Figure percent and then in good agreement to near the trailing edge. The
25 of that paper compares the mean heat transfer rate measureduthors devote a significant portion of their paper to a comparison
the surface of a rotating turbine blade with the correspondiraj the measured and calculated time-resolved heat transfer for
values deduced from Doorly’s results with bars and different gridelected positions on the blade. In performing this comparison,
generated free-stream turbulence levels. There is little agreemét@ly do an excellent job of carefully examining the possible defi-
between the turbine stage blade heat transfer data and the rotatiiegicies in the flow modeling that may be causing the differences
bar heat transfer data suggesting that the flow fields may be véstween the measurements and predictions for both the pressure
different. If one were to pursue use of the rotating bar techniqaad suction surfaces of the blade. The results of this analysis are
for generating wakes and shocks for turbine applications, thereitcellent and suggest that the UNSFLO 2-D code capture the
would be important to demonstrate experimentally that the gen@rimary flow physics and shock wave structure. Possible multiple
ating system reproduces the flow field experienced by the rotatisigock wave reflections and the way in which the turbulence from
blade. For additional information on designing such an expethe wakes and the free stream are handled may be the source of
ment, the reader is referred to Pfeil and Eifle43], Schulte[144] disagreement between the predictions and the data.
and Banieghbal et aJ145]. Rao and Delaney13] describe a two-dimensional Navier—
Since some of the papers mentioned above began to incorpoi@tekes code that uses an overlapping O—H grid system to include
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Fig. 15 Predicted versus measured Stanton number distribution for blade [66]

all of the viscous terms in the Navier—Stokes equations. Rao et @scade program for which heat transfer measurements were per-
[28] performed modifications to this code in order to obtain #ormed at the midspan of a transonic airfoil and the influence of
comparison of predicted to measured midspan surface pressurefifee-stream turbulence on the heat transfer distribution was mea-
the vane and blade of a full-stage uncooled transonic turbine auured. The experimental results were compared with predictions
erating at design corrected conditions. The scheme used veddained using a two-equation closure model and the basic formu-
second-order accurate in time and space. The Baldwin—Lomlation presented by Jones and Launfieb6]. Several different
model was employed to model turbulence. Rao ef #0] de- prediction techniques are described for predicting the influence of
scribe the results obtained using this code to predict the timfeee-stream turbulence on the leading edge heat transfer, and the
averaged Stanton number distribution for the vane and for batbsults of these predictions are compared with data.
the time-averaged and the time-resolyadsteady Stanton num-  The results of a recent full annular cascade measurement pro-
ber distributions for the blade. Phase-resolved Stanton numigeam are reported in Joe et &1.57] for which heat transfer and
histories for selected locations on the blade are also presentedimface-pressure measurements were made at midspan using the
the paper. More detail regarding the results presented in Rao etvalne of a modern high-pressure turbine. The measured vane pres-
[150] will be presented later in the paper. sure distribution was shown to compare favorably with a predic-
Although most of the investigations mentioned above utilizetion obtained using the formulation of Ni and Bogoidt®?]. The
full-stage rotating turbine rigs as an essential ingredient of tleithors compare the results of their heat transfer measurements
experimental effort, there are many that have been performed wusth predictions obtained using the STANS5 formulation as modi-
ing various kinds of cascade facilities. Lokay and TrugHif1],
Scholz[152], and Sharma et a[14] investigated the losses asso-
ciated with specific rig environmentsascade versus rotating y¥ig  agpg

T T T T T T T

as reflected by the unsteady flow associated with wakes and wi s5pgk [FPENEXPT] calc He,, = 6IR.000] 1
cutting and concluded that these losses are significant. Den At LM F
[153] presented a detailed discussion of loss mechanisms in t‘.umﬂﬂ 2 e

bomachines with emphasis on the understanding of the mec’ 1500
nisms, which may be more valuable than a quantitative predictic  ggpk
Cascade measurements have been, and still are, an importan
gredient in the understanding of turbine flows and thus are r¢ L pressure surfice suction surfuce
evant to this discussion. Although space does not permit a co 05y BE 0.0 5 10 15
plete review of the numerous cascade studies that have biCase 1 - calculations with laminar augmentation 5/ span

reported in the literature, it is appropriate to discuss a select nu
ber of them that have direct relevance. Graziani ef1&4] report

the results of an investigation that dealt with the endwall region
well as the midspan portion of the airfoil for a large-scale turbin
blade cascade. In addition to the heat transfer measurements,
authors also report on simultaneously obtained flow visualizatic =~ 2500
and surface-pressure measurements. The authors used STAN _ zaoo
calculate the airfoil midspan Stanton number distribution for con ““ a0
parison with the measurements. The calculation for the pressi 50
surface was below the data, but in better agreement with the d
than for the suction surface for which the calculation was we
above the data. The prediction was dependent upon the incom
boundary layer thickness. The authors concluded that the pass

500

(1) Re = 628,000

EEEHe .l.';'rﬁl.u'r : s i ;lrr,m:'f'
A0 035 0.0 05 1.0 BE:D
Case 4 - calculations without laminar augmentation = /span

secondary flows significantly influence not only the end wall he: {d) Re=RT79.200
transfer, but also the airfoil suction surface heat transfer at mid-
span. Fig. 16 Predicted versus measured Nusselt number distribu-

Consigny and Richardsl55] present the results of a transoniction for blade, various Reynolds numbers ~ [161]
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fied by Sharmd158] and with classical flat-plate boundary layertween prediction and data at 15, 25, and 50 percent span for Rey-
correlations. The STAN5S prediction significantly underpredictsolds numbers of 0.6810° and 0.88& 10° are illustrated in Figs.
the data over the initial 60 percent of the suction surface and foé(a, b).
the three locations on the pressure surface for which measureThese results are reproduced from Figs. 5 and 8 of Giel et al.
ments were available. This result is qualitatively consistent wifi61] for the design pressure ratio with the airfoil at 0 deg inci-
that reported by Sharma et 1.20] (discussed earlier in this sec-dence and the design Reynolds number ardD percent design.
tion) using essentially the same STAN5 formulation, but applying/ith the exception of the lowest Reynolds number case, the pre-
it to a different turbine stage. The authors illustrate that the clagiction overestimates the data in the pressure surface stagnation
sical laminar and turbulent flat-plate boundary layer correlatiomiggion, is in reasonable agreement between 0.3 and 0.7 blade
bound the experimental results. span, and overpredicts the data beyond 0.7 blade span. The pre-
A more recent cascade experiment designed to obtain bendfttion falls well above the datidy about a factor of two from 0.1
mark quality data for three-dimensional CFD code and mod about 0.7 of the blade span for all three span locations on the
verification and to test the state-of-the-art CFD for heat transfétction surface at the design Reynolds num(tég. 16@a)). The
analysis is reported by Giel et &66]. This effort does not utilize same holds true at+20 percent Reynolds number, and at
STANS or a boundary layer analysis for heat transfer predictions.40 percent Reynolds numbgFig. 16b)), but the 50 percent
The paper is one of the more complete recent demonstrationsSggn prediction then falls below the data from 1.0 blade span to
the capabilities of CFD to calculate vane heat transfer loading aHt¢ €nd of the airfoil. The best agreement between prediction and
thus is of interest here. The experimental rig used for this wofikPeriment was achieved at20 percent design Reynolds num-
was the NASA Glenn Research Center Transonic Turbine BlaBg" The results of this paper are similar to those shown in Giel
Cascade, which is a large-scale linear cascade having a highha!- [66] and were successful in helping to define areas where
three-dimensional flow field resulting from thick inlet boundarydditional effort is required with the CFD development. _
layers. In order to quantify regions for which improvements in the S€veral methods for predicting turbine airfoil heat transfer dis-
CFD analysis are needed, the authors used as their baseline ¢giitions have been described above. Several of the examples
analysis the NASA Glenn three-dimensional Navier—Stokes coE@ed have used one form or another of the two-dimensional
RVC3D (see Chima and Yokotfl59] and Chima[160]). The oundary layer code STANS with ml_xed results. For those cases
authors report measurements obtained with and without a turiﬁf which STANS was used to predict the vane and blade heat
lence grid for two Mach numbers, 0.98 and 1.32, at the exit a r&j\nsfer for a full-stage rotating machine, better agreement be-

tween data and prediction was generally achieved for the blade.
two Reynolds numbers_0>.6106_and D<106 The heat t_ransfer wo cascade airfoil heat transfer data sets were used to test the
measurements are obtained using a liquid crystal technique so

h hi d ol uti £ th ASA Glenn three-dimensional Navier—Stokes code. The results
they can achieve good spatial resolution of the measuremegisyis comparison illustrated some cases of good agreement and

along the blade surface. The blade spanwise Stanton number cfjer cases of not so good agreement. Heat transfer predictions
parisons given in Figs. 1&-d) for the case of Reynolds numbergptained with the UNSFLO 2-D code and the VBI code were both
equal to X 10° were obtained by Giel et l66] at 10, 25, and 50 compared with measurements and found to produce good results
percent span. for both the vane and the blade.

These results given if66] for the low-Reynolds-number case, Space does not permit a more in-depth discussion of the other
both with the grid in place and with the grid removed, illustrattumerous cascade and full-stage turbine studies relevant to the
that the midspan prediction generally underpredicts the data @evelopment of heat transfer prediction techniques. Among these
the pressure surface. The midspan data are reasonably prediatedthe work of Kirsten et a[162], Bunker[163], Johnson et al.
from the stagnation region to abostspan=0.6 on the suction [164], and Sato and Takeishi65]. However, additional cascade
surface in the absence of the grid. Beyond 0.6 the shape of therk will be described in Sections 4.2 and 4.3 during the discus-
predicted result and the measurement are quite different. For gien of external heat transfer with film cooling and the influence
low-Reynolds-number case with the grid, the midspan predicti@i boundary layer transition on airfoil heat transfer.
for both exit Mach numbers is in reasonable agreement with the
data from the stagnation point ungilspan= 0.5, but underpredicts be
the data beyond that location. The agreement between the 10%@

4.1.2 Vane Endwall Heat TransferNumerous studies have

n reported in the literature dealing with heat transfer to the
wall region of the vane. Among these are references
[20,154,166—174 Sharma et al[120] compare the results of a

: 04 ¥ee-dimensional boundary-layer calculation with experimental
Results for the higher Reynolds number case are shown in Figsy i near the hub and tip endwalls for a low-aspect-ratio turbine
15@-d). With the grid in place, the calculation underpredicts thg,ne Good agreement is demonstrated with the measurements on
data significantly on both the suction and pressure surfaces, bu&&h endwalls near the suction surface and at midpitch, but they

. lerpredict the data near the pressure surface for both cases.

25 percent span predictions and data for the low-Reynol
number case is good in some regions and not so good in oth

in better agreement with the pressure surface data when the gri

removec!. With the grid remoyed, the agreement on the SUCti%wever, the version of STAN5 modified by Gaugléd 3], Ku-
surface is good in some locations and not so good in others, ggar et al[168] was able to demonstrate good correlation with the
pending upon specific location. The intent of the authors Wagta on the vane endwall near the suction surface, at midpitch, and
achieved in this paper in that they demonstrate regions of thgar the pressure surface. FE69] compares the results of his
airfoil where improvements in prediction capability are needEd-prediction with the data of Graziafil54] and demonstrates good
Giel et al.[161] report the results of an investigation similar tocomparison with the experimental results. In the same paper, Ha
the one described in the previous paragraph, but with a GE powesg] presents a comparison of his predictions with the airfoil data
generation turbine rotor blade. The same NASA Glenn ResealghBlair [175], and demonstrates good agreement. Kumar et al.
Center transonic cascade facility noted above was used to perfqiasg| describe a correlation derived from the endwall heat transfer
the measurements. The experiments were performed for four exéta reported by York et al167]. Boyle and Jacksofl72] com-
Reynolds numbers, i.e., design point-20percent, and pare the results of two different three-dimensional Navier—Stokes
+40 percent. Measurements were obtained for three exit pressopeles to experimental results for a vane endwall obtained in the
ratios corresponding to the design point ahd0 percent and at Isentropic Light Piston Facility at Pyestock. The two codes used
the design incidence angle and2 percent of design incidence.for the comparison were TRAF3DArnone et al.[176]) and
Predictions performed for the purpose of comparison with tHevC3D (Chima[160]). The most significant portion of the differ-
experimental results were obtained using the same CFD codesase between the predictions of the two codes and the experimen-
described in Giel et al[66]. The results of the comparison be-tal results was attributable to the different turbulence models used
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in the codes. In addition to the data sets noted above, many ot
endwall data sets that have appeared in the literature have —_—
been adequately analyzed with current predictive codes. 0.02 ace SUCTION SURFACE

4.1.3 Time-Averaged Vane and Blade Heat Transfdihe in-
tent in this section is to review the current state-of-the art predi §
tive capability by use of several examples that have appeared §
the literature providing comparisons between experimental rest =
and predictions for full-stage rotating turbines. By confining th &
discussion to rotating turbines, the facilities in which the measur ; 0.0
ments were performed are one form or another of a short-durati £ o2
facility. The specific facilities of interest in much of the discussior @
that follows are the shock-tunnéCalspan Corp. and Ohio State 8 , PRESSURE SURFACE
University), the blowdown(MIT and Wright Laboratories and ‘g
the light piston(Oxford University, Pyestock, and von Karman
Institute). For the comparisons that will be presentedhich cover
a time span of approximately fifteen yegnis is necessary to rely -
heavily, but not exclusively, on data obtained by the author, sin g g
those data are most readily available. In the majority of the cas
cited for which the data of the author and associates have be¢
used, the predictions were performed by others than the author. b
the pourse of this Comparlsoln,. some .Of the .CFI.D codes dlsqus's_? . 18 Predicted versus measured Stanton number distribu-
earlier are used for the prediction. This section includes a dISCl‘fig'n for TFE 731-2 vane and blade, [179]
sion of time-averaged heat transfer results for the vane and blade
surfaces. Section 4.1.4 presents a discussion of time-resolved heat
transfer results for the vane and blade surfaces. Both time-
averaged and time-resolved results for the blade tip region dransfer prediction in the immediate stagnation-point region be-
presented in Section 4.1.5. cause of the excessively large amount of turbulent energy in the
The starting point for either a vane or a blade heat transfetagnation profile. This predicted high heat transfer rate decreases
calculation is the stagnation region requiring the calculation tectapidly with increased distance along the surface such that the
nigue to have some method of handling this region. It was noteédundary layer prediction obtained from either turbulence model
earlier in Section 4 that one of the major improvements incorpgives about the same predicted value.
rated into the flat-plate code STAN5 was to allow for a cylindrical The authors also present results for both the vane and the blade
leading edge. Although the leading edge of a vane or a bladesisifaces of these turbines. Reynolds stress modeling was used to
seldom a cylinder, it is often approximated using a cylinder. Seealculate the variation of the turbulence quantities along the stag-
eral authors have investigated techniques for this starting condation streamline, thus determining the stagnation-point heat
tion, e.g., referencefl77-183. Taulbee et al[179] present a transfer. The boundary-layer solution from which the surface heat
comparison of prediction with measurement for two different tutransfer distribution on the vane and blade surfaces was deter-
bine stages, the Garrett TFE-731-2 and the Teledyne 702. Thmined was obtained using a two-equatlone turbulence model.
also present results obtained for the suction surface of the THEgure 18 presents comparisons reported in Taulbee 129
731-2 vane comparing predictions of the Reynolds stress moaéitained for the midspan region of the vane and blade of the
with those of thek—e model. Figure 17 illustrates the influence ofGarrett TFE-731-2 HPT stage.
turbulence model on the predicted suction surface Stanton-numbeThis is the same turbine stage for which Kidk®4] reported
distribution and compares the prediction with experimentalurface-pressure measurements for the b(&ie 13 of this pa-
results. pen. This particular turbine has a modest stage pressure ratio
As shown in Fig. 17, th&k—s model results in a high heat (vane inlet total to blade exit static on the order of abouag2d
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3000 DESIGN INCIDENCE = ... Steady-State Laminar Caic. both the vane and blade heat transfer distributions. The results of

—— Steady-State Turbulent Calc. i i i
— Time-Ave. Unsteady Turb. Galc. the comparison with measurement at the 40 percent vane axial
| o Time-Ave. Rotor Meas. chord spacing case are shown in Figs. 20 and 21 for the vane and

blade, respectively.

For the vane, the code does a good job of predicting the data,
except for the data point at about 70 percent wetted distance on
the suction surface. For the blade, the prediction is good on the
pressure surface, but underpredicts the data early on the suction
surface and then again beyond 70 percent wetted distance. How-
ever, overall the comparison is good between the data and the
prediction. The nomenclature block on Figs. 20 and 21 contains
an entry marked “corrected.” This note refers to a correction term
(taken from Zilles and Abhafi188]) that has been applied to the
data because of a potential heat-island effect, which is discussed

2000+

Nusselt No.
i

0 ; — T T 1 in more detail in Dunn et a[.187].
. Suction Surface O Pressure Surface 1 For a much earlier experimental program using the same Alli-
Fractional Wetted Surface son high-pressure turbine stage, Rao ef #0| reported a com-

parison of time-averaged and time-resolved heat transfer predic-
tions obtained using the Allison two-dimensional VBI code
(described in Section 2.2The prediction presented by Rao et al.
[150] was good except that they didn't do as good a job of pre-
Tﬂigting the data as Dunn et 4l87] for the vane suction surface
the blade suction surface. However, the result would be con-
ered good considering the status of the code development at the
= the calculation was performed.
he two-dimensional boundary-layer code Kklscussed ear-
plier in Section 4 was used by Bergholz et 41189] for the mid-
gpan analysis of the vane and blade of a General Electric high-

cantly greater vane inlet total to blade exit static pressure (atio pressure turbine stage. The aut_ho_rs also present a comparison
the order of about 4)2and the vane and blade geometry is thred26tWeen measurement and predictions obtained using the three-
dimensional. Similar to the TFE 731-2 result, the vane pressﬁgensmnal code STAR CD for the blade hub and tip as well as at
surface heat transfer is underpredicted and the blade suction € 20: and 96 percent span. The measurements used for this com-
face heat transfer is overpredicted beyond 15 percent wetted djgfiSon were obtained using the Ohio State University short-
tance. Rae et a[186] present a comparison generated using uration facility and the test article was a General Electric de-
modified version of STANS with the same data as used by Tagj9ned and constructed high-pressure turbine stage. The results of
bee. The results obtained by Taulbee were significantly better tH&§ comparison obtained using the two-dimensional boundary-

Fig. 19 Predicted versus measured Nusselt number distribu-
tion for Rolls-Royce ACE blade [134]

the vane and blade profiles are essentially two dimensional.
agreement between the prediction and measurements is in gen%?J
reasonably good. The prediction underpredicts the data on g‘|
vane pressure surface, and overpredicts the data on the blade
tion surface beyond about 25 percent wetted distance.
Taulbee et al[179] also compare their prediction to data o
tained for the Teledyne 702 HPT stage. This turbine has a sign

those achieved with the flat-plate prediction technique. layer code for the midspan region of the vane and blade are pre-
Sharma et al[120] present a comparison between a twoS€Nted in Figs. 22 and 23, respectively.
dimensional(vane and bladeand three-dimensiondane only The results of this comparison are considered generally good,

boundary-layer predictions and measurement for yet a differefith the prediction on the pressure surface of the vane being a bit
turbine, the Garrett Low Aspect Ratio TurbifieART). The vane below the data, but in good agreement with thg data on the blade
and blade geometry of this particular turbine is three dimensioriléSsure and suction surfaces. A comparison between the
and the vane inlet total to blade exit total pressure ratio was abctAR3D prediction and the experimental results obtained for the
3.2. The LART measurements were those reported in Dunn et igde is presented in Fig. 24.
[107]. Both the two-dimensional and the three-dimensional Measurements and predictions are compared for both the pres-
boundary-layer codes were found to underpredict the measugélle and suction surfaces at 20, 50, and 96 percent span as well as
ments on the vane, but the two-dimensional code did a reasonal§lyy the blade platform. These color plots are typical of current
good job of predicting the data on the blade. CFD presentations. The numbers written on the lines are the ex-
The literature contains several references, e.g., Abhari et Bgrimental results. It is difficult from these types of plots to assess
[134], Moss et al[29], and Dunn et al[187], for which the CFD the quality of the prediction. However, the authors note that the
code UNSFLO 2D(described in Section 2.zhas been used to comparison is reasonably good between the predictions and the
predict heat transfer distributions. These predictions have bedaia.
done for either the vane or the blade or both for turbine stagesNarcus et al[190] present the results of a study utilizing ther-
designed and manufactured by different companies. The measuif@couple instrumented vane airfoils of an operating engine to
ments reported in Abhari et gl134] were conducted in the MIT measure the vane heat load. The intent of the study was to deter-
blowdown turbine facility and the test article was the full-staggine the accuracy with which the external heat load to the vane
Rolls Royce ACE high-pressure turbine. The authors presenican be determined using embedded thermocouple methods and to
comparison between prediction and measurement for the blazfgnpare the results of the engine experiments with cascade re-
that is reproduced in Fig. 19. sults. The authors conclude that the engine measurement can be
On the early portion of the suction and pressure surfaces, thggrformed with an acceptable level of uncertainty. Their claim is
underpredict the measurement somewhat, but in general the gaemeasure heat transfer coefficients in an engine environment to
diction is good. Dunn et a[.187] used the same predictive codewithin = 3.2 percent minimum absolute uncertainty, which is re-
as part of a study to determine the influence of vane/blade spacingrkable accuracy for using thermocouples in such a hostile en-
on the blade heat transfer distribution. The measurements repongdnment as the engine presents. The authors favorably compare
in Dunn et al.[187] were performed in the Ohio State Universitythe operating-engine results obtained at one location on the vane
short-duration facility and the test article was the full-stage Allisuction surface with those obtained earlier by Soechting and
son VBI high-pressure turbine. The conclusion of that study w&harmg191] using an airfoil with identical midspan profiles in a
that vane/blade spacing has a relatively small influence on blackscade facility. Similar to the argument presented in Joe et al.
heat transfer loading. The code UNSFLO 2-D was used to predj@57], the authors show that the Nusselt number results for the
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Fig. 20 Predicted versus measured Nusselt number distribu-
tion for Allison VBI [187] Fig. 22 Predicted versus measured heat flux distribution for

GE vane [189]

engine experiment are bounded by the flat-plate turbulent aif@portant for the heat transfer community to incorporate the
laminar boundary-layer predictions. The authors make specpioper gridding near the surface into these codes so that they can
note to point out that the cascade experimental results did st used for heat transfer prediction.
duplicate heat transfer levels for all locations on the airfoil All of the above having been said regarding the state of the art
surface. in the measurement and prediction of turbine heat transfer, one is
Several examples were given above for which predictions obtill faced with the question: “Who has the responsibility to pre-
tained using existing CFD codes were compared with experimegtict component life, and how is it accomplished?” With the in-
tal results. The UNSFLO 2-D code was used by two differerireased demand for guarantees of engine operating time in excess
groups to obtain comparisons between prediction and measup&20,000 hours, life prediction of turbine components can have an
ment for two different full-stage turbines with good success. THeportant financial impact. The replacement rates of hot-section
Allison VBI code was used to obtain a comparison between preomponents are among the highest in the engine, making the tur-
diction and measurement for one of the same full-stage turbineige a focus of the community. There is generally a separate group
used with UNSFLO 2-D with equally good success. Vane arlithin the engine companies that is composed of persons with
blade midspan predictions obtained using the two-dimensioredpertise in materials, heat transfer, structures, and aerodynamics,
boundary layer codes generally demonstrated reasonable suced¥s have been associated in the design phase. Most of these
for the blade, but not as good for the companion vane. Thregeople have years of engine experience and some have experi-
dimensional heat transfer predictions obtained with different CF@nced higher than anticipated failure rates for turbine components
codes were compared with experimental results. For these conith which they have been associated. Often mistakes made dur-
parisons, regions of the airfoil for which reasonable agreemeng the design phase couldn’'t be predicted by the then-current
between prediction and data was achieved were illustrated. Otfpeedictive capability, and the lessons learned were translated into
regions were identified that require additional effort. Several &fules of thumb” for hot-section design. If the experience factor
the three-dimensional codes described in Section 2 that demurere to be discounted, then the tools that these individuals have to
strated good ability for obtaining surface-pressure predictions amrk with for predicting component life are no better than the
not currently being used to obtain heat transfer predictions. It @esign tools. Some of these design tools have been described
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Fig. 23 Predicted versus measured heat flux distribution for
GE blade [189]

Fig. 21 Predicted versus measured Nusselt number distribu-
tion for Allison VBI blade, [187]
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Fig. 24 Predicted versus measured heat flux distribution for GE blade, three-dimensional [189]

herein, so there are limitations to how well life can be predictedhey did not measure surface pressure on the blade, but rather
Relevant measurements taken in the engine environment thaed the predicted blade unsteady pressure loddibigined us-
could be used to refine a life analysis are scarce. Thus the foimg UNSFLO 2-D to calculate the local unsteady heat flux which
dation of the “rule of thumb” often used is based on engine teayas then compared with the measured heat flux. On the early
down information from which the events that probably occurregortion of the pressure surface and for a good deal of the suction
in the engine to produce the failure mode observed are dedUngpface’ Abhari et al.134] found reasonably good agreement be-
Unfortunately, it is difficult to generalize among engine configuyween the predicted and measured unsteady heat transfer. They did
rations even within the same company so life prediction becomgst find good agreement at the stagnation region of the blade.
more of an art than a science. It is anticipated that with improves\,nn et al.[187] measured both the unsteady surface pressure
predictive capability life predictions will become more represenyng the unsteady heat flux at selected locations on the pressure
tative of experience. and suction surface of the blade of the Allison VBI high-pressure

4.1.4 Time-Resolved and Phase-Resolved Rotating Blade Hg#pine stage. Figures 25 and 26 present the comparisons between
Transfer. Many authors have either measured or predicted tfgeasured surface-pressure and heat-flux histories taken from
blade unsteady heat transfer loading for full-scale rotating turbinB¢inn et al.[187].
operating at design corrected conditions. Among these are referThese comparisons illustrate that the results predicted by Ab-
enceg128,107,130,131,142,134,192,193,150)1Space permits hari et al.[134] are consistent with the measurements of Dunn
only selected of these to be described herein. et al.[187]. The measured surface pressure and surface heat flux

Abhari et al.[134] reported the results of a combined experiare in phase with each other on the early portion of the pressure
mental and computational program that used the full-stage Raflsrface, over most of the suction surfgsee similar comparisons
Royce ACE HPT stage operating at design corrected conditiopsesented ifn187]), but not in the stagnation region. Johnson et al.
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sured surface heat flux near blade stagnation point 187 . .
9 P [187] Fig. 27 Predicted versus measured unsteady Nusselt number

for blade surface [187]

[164] and Rigby et al[141] have both reported studies of the
relationship between unsteady heat transfer and unsteady surfaq@ general, the code does a good job of predicting the magni-
pressure. Rigby et a[.141] argue that it should be possible totyde and distribution of the unsteady heat flux. Similar to the
determine the local heat transfer enhancement for a given uhsteady pressure envelope comparison, the prediction is in rea-
steady pressure signal at various wall temperature ratios usithably good agreement with the data over most of the blade
temperature scaling. For this to be true there must be a lineffrface. The most significant unsteadiness occurs on the suction
relationship between the local heat-flux history and the locglface from the stagnation region to about 40 percent wetted
surface-pressure history. The surface pressure and heat trangfgfance and the agreement between prediction and measurement
histories presented in Figs. 25 and 26 are both experimental &er this region is good. The largest disagreement between the
sults. Busby et al[30] present comparisons of predicted to meapredicted envelope and the data occurs beyond 80 percent wetted
sured time histories of surface press(bat not heat transfefor  distance on the suction surface, but even there, the agreement is
several locations on the pressure and suction surface of the sa®geptable. The unsteady envelope over the pressure surface is
blade. The predictions were done using four different predictiv@|atively constant from the leading edge to the trailing edge, and
codes described in Section 2. It is demonstrated by Busby et @e agreement between prediction and data is good.
[30] that two of the four codes did a reasonably good job of Rao et al[28] also predicted the unsteady heat flux as a func-
predicting the time history of the surface pressure on the suctign of position on the blade as well as the unsteady envelope for
surface. All of the codes did a good job at some wetted distangge Allison VBI turbine, but for an earlier data set. The resulting
locations and not so good a job at other locations for the pressié@mparison between predicted and measured unsteady heat-flux
surface. envelope obtained with the two-dimensional VBI CFD code is
The CFD code UNSFLO 2-D is used in Dunn et[d87] to  similar to that just illustrated for the UNSFLO 2-D calculation.
predict the unsteady envelope of heat flux on the blade surfaggdNSFLO 2-D and VBI 2-D are the only CFD codes that have
Figure 27 presents the predicted envelope compared with the mggen tested against unsteady heat transfer results for a transonic
sured envelope for the 60 percent vane/blade spacing case. turbine stage. Both of these CFD codes are specifically applicable
to a two-dimensional geometry. It is not clear how well either
would predict the heat transfer data at the hub or tip for a three-
dimensional blade configuration, but it is unlikely that they would
do as well as demonstrated for the midspan region.

Presyane Drat, 5% =-T1% I

4.1.5 Blade Tip and Shroud Heat TransfeiThe tips of axial

HPT blades rotate in close proximity to a stationary outer seal or
shroud. For performance reasons, the designer generally prefers to
maintain the tip clearance as tight as feasible, but wants to avoid
tip rubs. Some engine companies elect to utilize shrouded blades
and eliminate the tip rub problem, while others use flat-tip or
recessed-tip blades. For those aircraft engines using flat or re-
cessed tips, significant variations in clearance occurs at different
operating conditions such as takeoff and cruise. Differential ther-
mal expansion between the rotating blades and the stationary
outer shroud causes variations in the magnitude of the clearance
gap depending upon engine operating point. Unfortunately, for
some engine operating conditions, the shroud may cool more
quickly than the disk, resulting in a significant reduction in tip gap
to the point that rubbing occurs. Even with active clearance con-
trol, it is not always possible to eliminate tip rubs for all operating
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3 I
Blade Passing

F|g 26 Comparison of measured surface pressure with mea- COﬂdItIOI’]S. HOWEVEI‘, the use Of I’eCESSEd tIpS a“OWS one to Oper'
sured surface heat flux on blade pressure surface near stagna- ate with tighter clearance gaps with a reduced probability of se-

tion point [187] vere blade damage if a rub were to occur. Clearance gaps in mod-
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ern axial gas turbines are typically less than one percent of tteebe present in the gas path as a whole. This can have the effect
blade height for large engines, ranging up to 1.5 percent or masgbringing very hot portions of the mainstream to the vicinity of
for smaller engines with low aspect ratio blading. Even with ththe clearance gap, downstream of the blade leading edge lip. This
tightest possible tolerances, the leakage flow can have significliptacts like a rearward-facing step with resulting flow separation
effects on stage aerodynamic performance and on the structaatl attachment in the recessed cavity. As the flow emerges from
durability of the blade. The surface area at the blade tip in contabe suction side of the gap, it is usually visualized as rolling into
with the working gas is an area for convection heat transfer aadvortex as it meets the oncoming shroud wall fi@indon[204]
thermal loading on the blade. This heat must be removed by taed Allen and Kofskey205]). Thus near the tip on the aft portion
blade internal cooling flows, along with heat transferred to thef the suction surface the local heat transfer rates can become
blade pressure and suction side-surface areas. quite high causing trailing edge tip burn out.

Bunker [194] presents an extensive review of public domain Metzger published the results of several low speed outer wall
information regarding high-pressure turbine blade-tip region hestudies applicable to the tip region heat transfer for recessed cavi-
transfer covering the time from about 1955 to 2000. As demoties ([206—208). Ameri et al.[203] applied their calculation tech-
strated in Bunker’s review, a significant portion of the literatureique to the Metzger tip cavity data. They obtained reasonably
relevant to tip gap flows has dealt with flat tip blades. In mangood results for those configurations with depth to width ratios of
cases, the measurements were performed for very low relat®® and 0.5 at a tip clearance to cavity width ratio of 0.1. Dunn
speed or the blades were not rotating at all relative to the outnd Haldemarj209] present the results of an experimental pro-
shroud. The early work of Metzger and Rued, Parts | ajd96] gram designed to measure the heat transfer in the region of a
were designed to obtain detailed information relevant to threcessed blade tip for a transonic turbine at different vane/blade
source(pressure surface sigef the tip flow. Similar information spacing. The specific turbine used for this experiment was the
for the sink(suction surface sidavas also presented. These modAllison VBI transonic turbine discussed earlier. For reference pur-
eling experiments were conducted using a water tunnel facilitgoses, the depth to width ratio of the cavity used in the study
Several researchers have also investigated ways of reducing p&scribed in Dunn and Haldemg209] range from 0 to 0.21 with
formance losses by controlling tip leakage flM96—-199, and a tip clearance to cavity width ratio of 0.14. The blade tip region
[200]). Others have concentrated on the heat transfer in the t@s instrumented with thin-film heat-flux gages in the cavity
region ([201]). The work of Booth et al[196] and Wadia and floor, on the lip of the tip, and at 90 percent span on the suction
Booth [197] was also conducted using water tunnels as the tesitle of the blade. The experimental data and the results of the
bed. Sjolander and C4d 98] used a single blade and shims werémeri et al.[203] calculation for the geometry closest to that used
used to change the value of the gap in order to study the structbeein suggested that the peak Nusselt number occurred on the lip.
of the gap flow in the absence of relative motion. In a later studyhe Nusselt numbers in the bottom of the cavity were about 42
Yaras et al.[199] used a cascade of three blades and addedparcent of the lip values. In this same paper, Ameri ef203]
moving outer belt to simulate the influence of rotation on tip leakdave performed tip region calculations to simulate the fluid flow
age. The results of this study indicated that relative motion causasd heat transfer in the tip region for the GEfigh pressure
significant changes in the tip leakage vortex and passage vortasbine. Their calculations were performed for a smooth tip, a 2
structures. It was concluded that the strength of the tip vortex wpsrcent recess, and a 3 percent recess. The recessed tip used for
reduced considerably with the introduction of wall motion. In adthe measurements reported by Dunn and Halde@8] was a 3
dition, the passage vortex was enhanced by the scraping effecpefcent recess. Dunn and Halden{@09] found that the peak
the blades. Both vortices were dragged toward the suction sidehgfat flux (which was on the same order as the blade stagnation
the passage and appeared to partially block the outlet flow frgmint valug occurred in the recessed cavity near the leading edge
the tip gap. Heyes and Hods¢R02] presented the results of anof the blade. This is at about the same location that a turbine
experimental study using linear cascades in the absence of a mdesigner would place the tip vent hole for the showerhead cooling
ing outer wall. They suggested a relative simple model that coufadbe of a film cooled blade. For the lip region of the blade, the
be used in conjunction with a three-dimensional code to calculgieak values of heat flux occurred on the suction surface side of the
the tip gap flow. One significant finding of their study was that theavity and were of the same order of magnitude as the blade
pressure gradients along the blade chord are a major factor infiiagnation point.
encing the tip leakage flow. Bunker et al.[210] and Ameri and Bunkef211] report the

There are very few experimental data for the heat transfer digsults of a combined experimental and computational study de-
tributions in the vicinity of recessed tips that have been obtains@yned to investigate the heat transfer to the first-stage blade tip of
for full-scale rotating turbines operating at the design correctedpower generation gas turbine. The experiment utilized a three
conditions. It is well known that the pressure difference betweditade linear cascade with no outer shroud motion. Using liquid
the convex and concave sides of the blade drives flow through ttrgstals in the tip region, the authors were able to obtain a rather
clearance gap. However, because of the recessed cavity in thedggtailed distribution of heat transfer in the tip region. The compu-
the flow field associated with the recess is significantly more cortational phase of the effort used to support the experiments uti-
plicated than one would encounter on a flat tip blade. Near thized the code reported in Rigby et d212] and Ameri et al.
leading edge of the blade, a strong vortex flow exiting the vaf203]. The authors showed good comparison between experiment
near the stationary shroud enters the tip region from head onasd computation.
from the suction surface side of the blade. Ameri et[2D3] Three previous experimental/computational analyses of flow in
demonstrate in their calculation of the tip region flow for a rethe tip region for a flat tip blade were reported by Metzger et al.
cessed tip geometry that the flow field is very three dimension@13], Ameri and Steinthorssof214], and Ameri and Steinthors-
with many vortices interacting. Their results suggest that there aen[215]. For the Metzger et a[.207] paper, time-resolved heat
at least two distinct vortices existing in the cavity region, and theyansfer measurements obtained on the blade tip and simulta-
persist throughout the length of the cavity. Their modeling of thiseously obtained time-resolved heat transfer and surface pressure
flow suggests that one of the vortices is a result of separation afieasured on the adjoining stationary shroud was compared with
the pressure side of the lip and that this vortex hugs the cavitye results of a CFD analysis. The turbine stage used for this work
pressure sidewall. The second vortex is the result of a flow sepeas Garrett TFE-731-2. Ameri and Steinthors$aa8] reported
ration again at the lip on the blade suction side. There appearstie results of time-averaged heat transfer calculations compared to
be a dividing streamline after which the mainstream flow is turnettie data of Dunn et a[.216] for the Garrett TFE-731 turbine. A
into the gap from the pressure side of the blade. Flow separatisimilar comparison is presented by Ameri and Steinthor§2a#|
occurs because of the lip. Strong secondary flows can be expedtadthe data of Dunn et a[217] obtained on the first blade of a
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full two-stage Space Shuttle main engine hydrogen side tweunt, and to improve fuel consumption to mention but a few are
bopump. The predictions of Metzger et B213] and the predic- causing some of these “rules of thumb” to be questioned and
tions of Ameri and Steinthorssdi214,215 showed good agree- quantified.
ment with the experimental results. It is well known that the flow exiting the combustor and enter-
Heat transfeand surface-pressyreneasurements for the sta-ing the turbine has significant radial and circumferential tempera-
tionary shroud have been presented in the literature for sevet@le distortion or “hot streaks.” It is not surprising that the num-
different full-scale rotating turbine stages. Dunn et E216] ber of hot streaks at the exit of the combustor section frequently
present results for the Garrett TFE731-2 turbine, and Epstein et @rresponds with the number of combustor fuel nozzles, and may
[218] present similar results for the Rolls Royce ACE turbinebe relatively in line with their physical position. The nonuniform
Other shroud results are described in Dunn e{#07] for the temperature profile entering the HPT vane row has the potential
Garrett Low Aspect Ratio Turbing. ART), and in Dunn and Kim when progressing on through to the rotating blade row to cause
[219] for the Space Shuttle Main Engif€SMB two-stage tur- additional secondary flowgHawthorne [221] and Lakshmi-
bine. The results for the TFE731-2 and the Rolls Royce turbin@arayana and Horlock222]). Temperature segregation on the
are similar. The shroud heat flux is shown to remain rather hightade surface was initially described by Kerrebrock and Mikola-
(on the order of the blade stagnation region valuem the blade jczak[223). In the absence of major breakthroughs in new high-
leading edge until about midchord. The magnitude of heat fltrength materialéand an accompanying decrease in the desire to
then falls rapidly from midchord to the trailing edge for bothincrease turbine inlet temperatiyeit becomes important to
turbines. Both Epstein et a]218] and Dunn[220] present the model, as accurately as possible, hot streak migration through the
time-resolved heat-flux history on the stationary shroud. The tigrbine. Doing so allows one to maximize component life and to
and stationary shroud regions of these machines both have higlbid excessive performance penalties because of cooling gas ex-
heat-flux levels with similar shroud distributions. However, fofraction from the compressor. Migration of multiple hot streaks
other turbines, the heat-flux level on the stationary shroud Wéfrough the turbine stage has been the subject of considerable
I’elatively Constant- .along the blade chord and did not fall Untﬂomputationa| attention in recent years. Among the papers de-
after the blade trailing edge. _ _ scribing this effort are referencg®24-231,23% In the paper by
Missing from the tip region studies described above arghang and Epsteif229] the authors utilize the three-dimensional
surfac_e-pressure data for the location on the moving tip corrgnsteady Euler code described in Saj282] to explore in some
sponding to the heat transfer measurement. Surface pressure gath the trends observed in the experiments performed by Shang
are available for the stationary shroud that is in close proximity {233] and reported in Shang et 4234]. Secondary flow effects
the rotating blade, but this is not sufficient information to helgnd tip clearance effects were ignored in this study, but the objec-
with determination of the blade flow field. Also missing are eXsyve of the authors was to study trends and scaling as opposed to
perimental results obtained on a rotating blade configured to haygantitative values. The work of Shang will be described in more
a range of tip cavity configurations. None of the calculation techfetail in the following paragraph. Orkwis et g1235] used a
niques described above has the capability to calculate the Wimped deterministic source term technique to track a hot streak
steady heat transfer history in the blade tip region. Thus, compairough the vane and blade of a typical HPT. They compare their
son of the unsteady experimental results with prediction is Nisyits with those obtained using an inviscid unsteady solution
presently_ possible. Significant vyork remains to be done from bOE_MSU TURBO, Chen et al[16] and Chen and Bartde4], de-
an experimental and computational perspective for the blade 8grihed earlier Orkwis et al.[235] conclude that their determin-
region flow. istic source term technique offers the possibility of including un-

4.1.6 Influence of Hot Streaks and Downstream Vane Clockigifady effects in time-averaged calculations with minimal
on Heat Transfer. Turbine inlet temperatures have been on thedmputer effort. i _ ) _
increase for a number of years. This temperature is limited only The experimental database available in the literature to guide
by the amount of cooling that can be supplied to strategic locH e_CFD code developers with modeling these fI(_)ws is much more
tions in the combustor or turbine, the melting temperature of tii@nited, e.g., Butler et al[236], Roback and Drind237], and
components, and the stoichiometric temperature of the fuel. &9ang et al[234]. The experimental database reported in the Ro-
long as the gas turbine industry desires to maximize cycle perfé}ack and Dring 237] papers was obtained in a large-scale, low-
mance and reduce fuel consumption, there will be pressure on #€ed, rotating rig. A single-stage turbine for which trace amounts
designer to find a way to increase hot-section temperatures. FIg¥-CO, were injected upstream of the vane inlet and subsequent
path temperatures used in modern machines are significarit§cking the seed gas through the turbine stage was the technique
greater(on the order of 500 Kthan the maximum allowable Used to obtain the data. The measurements of Shang &34},
operational temperatures of the component materials. Cold ¢#gre performed using a transonic turbine stage. Radial and cir-
injection, internal cooling, or external film cooling methods aréUumferential temperature distortions were introduced upstream of
used to maintain structural integrity. However, there will be locdhe vane inlet and the blade heat flux was measured at selected
areas where this hot gas will migrate to the blade surfpmessure  Midspan locations. The results demonstrated that the spatial heat-
surface and platforjresulting in a modest increase of local metaflux distribution on the blade pressure surface was significantly
temperature, which may result in a major decrease in compon@figred by the presence of the hot streaks with local increases of
life. 50 percent being measured. The experiment described in the paper

The hot-section design team has several important questidhsShang et al[234] was performed in the MIT blowdown tur-
that they must answer. Important considerations include the nuhine facility using the Rolls Royce designed ACE full-stage rotat-
ber of fuel nozzles in the combustor and the number of vanesiitg turbine operating at design corrected conditions. Four hot
the HPT vane row. They must also determine placement of teteaks were introduced in one-third of the flow annulus upstream
leading edges of the HPT vanes relative to the fuel nozitles of the HPT vane row. The four injection sites were located at
streak$ and placement of the vane leading edge of the secomidpassage and were equally spaced circumferentially over one-
vane row relative to the first vane row. For very good reasontyird of the annulus. Heat transfer measurements were made on
seasoned designers have “rules of thumb” regarding fuel nozlee blade at three spanwise locations on the pressure and suction
count relative to HPT vane count relative to HPT blade count, etsurfaces at 79, 46, and 16 percent. Blade measurements obtained
These rules are based on years of experience that more often tfwiruniform temperature conditions at the inlet demonstrated that
not has involved a machine getting into serious trouble becausetioé turbine has significant three-dimensional effects. There was as
a particular configuration. However, continued demands to imuch as a 40 percent spanwise variation in measured heat transfer
crease engine performance, increase thrust to weight, reduce pad the radial variation on the pressure surface was different than
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on the suction surface. This measured radial profile is importagice of clocking on stage performance and on downstream heat
when discussing the film cooling measurements and comparidoansfer, there is relatively little experimental data with which to
with prediction (done for the same HBTreported in Garg and compare the predictions. It is not difficult to design experiments
Abhari[238] that will be described later. Measurements made dhat would provide both the performance and the heat transfer data
the blade in the presence of hot streaks suggest that the hot stréb&s are needed in order to improve the modeling inherent in the
have a significant influence on the time-averaged heat transf@&fD codes. This subject is treated in a little more depth in Section
level unless the additional energy added to the streak is accounte?l

for in the comparison. However, when this extra energy is prop- ' . .
erly accounted for in the data analysis, then there is still an infl _4.2  Extemal Heat Transfer With Film Cooling. As men-

ence of the hot streak, but it is much less important. These auth | Sned earlier, turbine inlet temperatures continue to increase, put-

vious investigators. Further, Shang et [@34] also investigated - . .
the case of %ircumferentially unifogrm t[Jut r]adially varyir?g tem_cqmptlnlnents are film cooled. The eXEeCteld life Offtl;_tl-:' complc_)nentf|s
perature and found that this configuration results in significaC ttically dependent upon accurate knowledge of film cooling ef-

. . tiven nd the resulting metal temperature prediction. A rela-
changes in the blade heat transfer loading. ctiveness and the resulting metal temperature predictio ca

. tively small error in metal temperature may result in a significant
Dorney and Gundy-Burlef239] present a calculation of hOtI ss of component life. The ability of the designer to predict heat

streak mlg;agofn ﬂ:rr]ough a or??;]ang-?-htalf sktzége turbthe. ResWllnsfer distributions for film cooled surfaces has not kept pace
are presented for three caseh: the hot streak does no IMPINGE,yith the required temperature increases. Thus, the design response

N N&as been to bleed more cooling air from the compressor to com-
HPT vane, and3) the hot streak impinges only on the suctloq3 9 P

surface of the HPT vane. The resulting temperature magnitu

vane. Then the overall cooling gas penalty associated with t
selection must be evaluated.
This discussion leads to the obvious question of how clocki

eThe vane airfoils and endwalls, the blade airfoil, platform, tip,
trailing edge, and the stationary shroud for a modern gas turbine
) ; gine all get very hot. The engine would have very short life
may impact on turbine performance. Dorney and Shaf2#)] d(prectancy if it weren’t for the thermal protection afforded by film

have presented the results of a numerical study for a one-andsgs|ing. The quantity of papers appearing over the past 60 vears
half stage turbine intended to provide insight into this questiog‘f%I g. guamity 0! Pap ppearing ov P 4

5 . rtaining to heat transfer in the presence of film cooling and the
The authors conclude that clocking the second vane relative to ociated film effectiveness is staggering. With some effort, one

first can result in performance increases in excess of 2 percent igf, fing in excess of 2500 references on the subject in the open
their configuration. The maximum performance increase oCClfirature dating back to 1940. There are two abbreviated bibliog-
when the first vane wake is aligned with the leading edge of thgppies of film cooling research available in the literature that help
second vane. The minimum occurs when the first vane wakes girect one to a significant portion of the available literature
located in midpassage of the second vane, and at the maximyercher[247,248). These provide film cooling references from
efficiency clocking position, the second vane has significant ing71 through 1996 and leading edge film cooling references from
creases in unsteadiness. Huber ef241] reports the results of a 1972 through 1998. The body of information includes experimen-
combined analytical and experimental stutsee Griffin etal. 5] and analytical treatments of the problem from a wide sector of
[242] for the analytical portion They used a full two-stage tur- the heat transfer community. Large fractions of these publications
bine with 54 first-stage vanes, 50 first-stage blades, 54 secopgye their origin in universities and corporate research laborato-
stage vanes, and 50 second-stage blades. Huber[@da) found ries with a much smaller number coming from industry. Thus, the
that an efficiency gain of about 0.8 percent could be achieved Byimary focus of this literature is on the fundamental aspects of
locating the second vane so that the first vane wake impinges i@ associated flow physics, on training graduate students, and on
the second vane leading edge. The minimum efficiency occurrggyeloping specific information for a design system. Understand-
when the first vane wake occurred at second vane midpassag the fundamental physics is the foundation upon which the
(consistent with the calculations of Dorney and Shafi227]).  design technology must be built so this has been an important
The numerical analysis reported in Griffin et §42] for the undertaking. It is beyond the scope of this paper to review the
Huber et al.[241] experiments predicted a potential efficiencyextensive literature relevant to film cooling and film effectiveness.
gain due to vane clocking of 0.3 percent as compared to the mefowever, typical examples of some of the university research in
sured 0.8 percent. However, the prediction suggested an avergge area are as follows: Aachen Universif249—-257; Cam-
efficiency of 94.8 percent, but the experiments gave an averagifdge University,[252,253; Clemson University,[254—258;
efficiency of 89.7 percent. The authors could not adequately eXTHL, [257,25§; Karlsruhe University[259—261; Leeds Uni-
plain the difference between predicted and measured averageefsity, [262,263; University of Minnesota,[264—267; MIT,
ficiency and further work is required. [268,269,2; Oxford University,[270—-272; Pennsylvania State
Several other authors have also investigated the implicationsiversity,[273—275; University of Texas[276,277; Texas A &
vane clocking from either a heat transfer or performance viewA, [278—-28Q; University of Utah,[281-283; VPI, [285,284.
point, e.g., Eulitz et al[243], Gundy-Burlet and Dorney244], Numerous contributions to the literature associated with film cool-
Johnson and Fleetd45], and Tiedemann and Ko$246]. As ing and film effectiveness have come from industry and govern-
demonstrated by the calculations and experimental results pneent laboratories. Among these are: ABR85,286; General
sented in the previous paragraph, there are potential gains toEiectric, [287—-289; MHI, [290]; NASA, [291,238,292 Rolls
realized by clocking the upstream vane row relative to the fuBloyce,[293]; UTRC and Pratt and Whitnef294,164, and[127].
nozzles. Potential performance gains are also possible by clockingo a turbine designer one of the difficulties with the existing
the downstream vane row relative to the upstream vane roknowledge base is that a significant portion is specific to simple
enough so that additional work is warranted. Although there aflew geometries at flow conditions far from those associated with
several different CFD codes that can be used to predict the influrbine operating conditions. For example, numerous studies ap-
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pear in the literature for isolated holes or a single row of holesdge of the airfoil and to minimize downstream mixing losses.
(which may be circular or shaped and have various values ®hese authors show that if the ejection velocity ratio is maintained
L/D). The holes used in these studies may have been inclinedeigual to one, then trailing edge ejection reduces the mixing losses
the surface at various angles or have compound angles, be lafmwnstream of the airfoil to a minimum. Deckers and Denton
drilled or electric discharge machined. The configuration used wigl11,313 describe the results of a combined experimental and
likely a flat plate for which the approach Mach number was vertheoretical and computational effort designed to investigate the
low. Using different gases instead of duplicating the respectiaerodynamics associated with trailing edge coolant ejection for a
temperature and pressures of the internal and external flow fieftgnsonic airfoil. As would be anticipated, the ejected coolant
is a technique often used to simulate the density ratio between thekes a significant change in the near wake flow field. Kapteijn
external and injected flow. Elovic and Koffg295] presented de- et al.[313] reported the results of a study designed to determine
tailed discussion of the 1983 state of the art regarding the desitpe aerodynamic performance of a transonic turbine vane with
of turbine airfoil cooling systems. The authors included in thigrailing edge coolant ejection. The authors used two different air-
discussion a summary of current practice for predicting both efeil configurations. In one case, the coolant was ejected through
ternal and internal heat transfer. A significant portion of the metthe trailing edge and in the second case, the coolant was ejected
odology described as standard practice almost eighteen years #g@ the pressure surface near the trailing edge. They concluded
is still in use today. that ejection from the pressure surface configuration caused higher
Earlier in Section 4 the University of Texas boundary layeitrning but also greater losses than ejection through the trailing
code TEXSTAN was briefly described, and it was noted that theflge. For the case of subsonic external flow, wake mixing for the
code has also been used for predictions in the presence of fifigssure surface ejection occurred much more quickly than for
cooling. The film cooling models of TEXSTAN have evolvedirailing edge ejection, whereas for supersonic external flow they
since the early version described by Miller and Crawff286]. found no significant difference in wake mixing time. Deckers and
The revised film cooling models are derived based on the eafygnton[311] find that the ejected coolant causes a significant
work of Tafti and Yavuzkurf297] and the extensions to that workincrease in base pressure and reduction in overall loss. The au-
by Neelakantan and Crawfof@98,299. Those references showthors found the surface-pressure _dis_tribution to be influenced di-
extensive validation of the models for flat-plate conditions. Fdectly by the base pressure and indirectly because of a changed
film cooled airfoils, very little validation of the Crawford modelstrailing edge shock system. Interestingly, the authors found that
has been carried out. Weigand et a[300] evaluated for a specified exit Mach number and coolant ejection pressure
TEXSTAN and a three-dimensional Navier—Stokes code for préatio, the influence of the coolant stagnation temperature ratio on
dicting heat transfer on a fully film cooled vane for both filmthe resulting base pressure and loss was insignificant. The authors
cooling effectiveness and heat transfer. They found the bound&tggest in Deckers and Dentf81.2] that the relatively thick trail-
layer program provided good agreement with the data, providified edge associated with the cooled airfoil with a wide slot can be
the appropriate boundary conditions are used for the velocfijore efficient than a thin airfoil with a solid trailing edge. The
loading. influence of vane t_ralllng edge_ ejection on blade heat transfer has
For the past several years there has been an active rese&@hbeen studied in the detail to which base pressure and loss
program at the Wright Research Laboratory, Aero Propulsion affPlications have been studied. Duf8i4] reports the results of
Power Directorate, for which the structure of film cooling flows Study designed to determine the impact of vane trailing edge
have been studied. The flow configuration for the majority dfiection on the heat transfer distribution of the downstream rotat-
these studies has been a flat plate with a single row of coolih’{? blade. The particular machine utilized in this work was the
holes. The diagnostic tools have generally been two color, doubftll-Stage Garrett TFE 731-2 high-pressure turbine with pressure-
pulsed, Particle Image Velocimet(®1V), and hot-wire anemom- Surface slot ejection. The resulting blade measurements suggested

eter. PIV has been used to characterize the behavior of the fil}dt €jection near the blade stagnation region influenced the mea-
cooling fluid for different values of the blowing ratio, ReynoldsSured heat transfer to about 20 percent wetted distance on the

number, free-stream turbulence, and unsteady forcing functioiction surface and to about 10 percent wetted distance on the
Liquid crystals are used in these studies to help with determinifg€SSure surface. Du et §815] performed a similar measurement

the spread of the film coolant on the plate surface. Results of ti9ram, but instead of a rotating turbine they used a rotating
work are reported in referencf301—308. spoked wheel to create the vane wakes and coolant gas was
The research activity described in the previous paragraphs€i§cted from the rotating spoked wheel. Du et{8L6] is a con-

directed at coolant injection from holes in the stagnation regiofiiuation of the studies reported in Du et [815]. Du et al.[315]
on the pressure surface, or on the suction surface of the airf |so found that trailing edge ejection increased the heat transfer

However, the trailing edge is another important region of the air= n the order of about 20 percgmin both the suction and pressure

foil from which coolant is frequently discharged for turbines irFurfaces of the downstream blade in the stagnation region.

general, but especially for power turbines. For the case of a tra The remainder of this section will be devoted to a brief review

sonic vane, this coolant discharge may influence the shock strd _as?éniin ]];accé'c?gﬁiggzea}/:xab&%l];g;ig?\g"fg% 'tr;f%zmr?]té%?'aﬁr?{e d
ture and thus the resulting interaction between the vane and the irF:terest of persons cr?ar ed with the task of buildir? a
downstream blade. Several papers have appeared in the litera] U ine cooling desi pn System Th% discussion will be confineg to
describing the aerodynamic performance of high-pressure turbi Ee three exigtin ?otat?/n tu.rbine measurement programs that
with trailing edge coolant injection. These studies include optim|- ve included co%ling gag iniection on the rotatingpblgde In all
zation of trailing edge mixing losses, the flow field downstream ree cases discussed. the aJuthors have made com ariséns of the
a vane with trailing edge coolant injection, the aerodynamics ' P

> . i~ fotating data with cascade data or flat-plate data. In two of the
trailing-edge cooled vanes, and the influence of trailing edge 'hree cases, the identical blade was run in a cascade experiment so

jection on downstream blade heat transfer. Many other aUth%sat a one-to-one comparison of the influence of rotation on film
have reported the results of studies designed to describe the VaHE tiveness could be made

wake-generated flow in the immediate vicinity of the rotating

blade in the absence of trailing edge ejection. Among these are4.2.1 Full-Stage Turbine Film Cooling ExperimentOne of
[136,306,307, and[308]. The interest in this portion of the paperthe earliest measurement programs conducted for a full-scale tur-
is in the with-ejection case. For this case Pappu and Schobdiime with film cooling on the rotor blade is described in Dring
[309] and Schobeir[310] present the results of an experimentakt al.[127]. The authors used a large-scale, low-speed, rotating rig
program and an analysis technique, respectively. These studi@mstheir experiments. Cooling gas was discharged from an iso-
were intended to allow discharge of coolant gas from the trailingted single cooling hole at midspan and 10 percent axial chord on

662 / Vol. 123, OCTOBER 2001 Transactions of the ASME

Downloaded 01 Jun 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the suction surface and another isolated cooling hole at midspaade at blade midspan, near the blade tip and near the blade hub
and 16 percent axial chord on the pressure surface. The coolansdothat migration of the coolant flow in both the spanwise and
free-stream mass flux ratio was varied from 0.5 to 1.5 and tlehordwise directions could be monitored. The ratio of coolant
density ratio was varied from 1.0 to 4.0. Flow visualization anflow to main flow was about 6 percent with corresponding blow-
film effectiveness measurements were made for the vicinity of tiveg ratios in the range of 1 to 1.5 depending upon specific location
injection holes. The authors compared their film effectiveness rea the blade surface. Prior to performing the fully cooled experi-
sults with data available in the literature that was obtained for flaients, Abhari and Epstein ran a series of measurements in order
plates and for airfoils located in cascade flows. They found goaed be able to differentiate between the vane wakes and the stage
agreement between these previous data and the rotating rig dajeling effects. For these experiments, the blades were uncooled,
for the suction surface. However, for the rotating rig, they me#&ut cooling gas was injected from near the trailing edge of the
sured very low values of film effectiveness on the pressure surfaggne row. Cooling gas injection causes the stagnation region heat
and found that the agreement between their data and the flat-pkagisfer to decrease significantly, relatively little change was ob-
and cascade data for the pressure surface was poor. The autBerged for the suction surface, and the pressure surface heat trans-
argue that the reasons for such poor agreement are likely duedpwas found to increase. The authors were not able to explain
the compound orientation of the hole due to measured large radi@se observations. For the cooled blade measurements, the au-
component of flow on the pressure surface and the surface curggors demonstrate that the influence of unsteadiness has a signifi-
ture effects. It was also concluded that for the range of parametegit influence on the resulting heat transfer distribution. The
investigated, the trajectory of the coolant gas at each of the teiver of this unsteadiness is the surface pressure unsteadiness on
sites was uninfluenced by the coolant-blowing rate or by the coghe blade, which results from wake cutting and shock wave inter-
ant to free-stream density ratio. actions as discussed in Section 2.&ée also Figs. 4 and.5The
Takeishi et al[290] report the results of a study for which thecoolant flow is correspondingly modulated, especially on the pres-
film cooling effectiveness was measured for the same scalegre surface of the blade and near the leading edge on the suction
model blades mounted either in a two-dimensional, low-speed stide of the blade where the coolant pressure mai@olant sup-
tionary cascade or in a high-speed air turbine rotating rig. Thgy pressure/external pressiie reduced. The model includes the
specific application was for a stationary power plant turbine. Thgolant flow exiting the hole that is being acted upon by the ex-
turbine stage consisted of 32 vanes and 72 blades. Two of fleénal unsteady flow field. They then propose a simple model to
blades were configured so that heated or cooled air of @Qld  obtain an estimate of the cooling effectivenésased on the work
be injected through them. Film cooling effectiveness was detest Goldstein and Haji-Sheik318]). This model is used in con-
mined based on surface temperature measurements and by ugingtion with the uncooled rotor to obtain an estimate of the
gas chromatography to analyze the relative amounts of @B cooled rotor heat transfer distribution. When compared with the
lected at selected locations along the blade surface. The authexperimental results, the model shows good agreement. The au-
used engine hardware, but were not able to reproduce the profyers also compare the rotating cooled blade measurements with
density ratio(density ratio is known to have an influence on filmcascade results obtained with the same blade geortssteyRigby
effectivenesgfor the operating conditions. However, for the ro-et al.[141]), but found poor agreement. On the blade suction sur-
tating measurements they did match the density ratio used for flaee, the rotating cooled blade heat transfer was about 60 percent
cascade experiments. For their rotating experiments, the blowilegs than measured in the cascade experiments. Blade data on the
parameter is varied, and it is demonstrated that film effectivengs®ssure surface for the cooled rotating case were not obtained.
decreases with increased blowing because of the coolant gas geéawever, a comparison between uncooled blade pressure-surface
etrating the mainstream flow. A comparison between rotating addta and cooled cascade data were in good agreement. This com-
cascade results is presented for film effectiveness in the leadpRyison would suggest that in the cascade experiment, cooling gas
edge region and on the suction surface. It is shown that in tigection had no influence on the heat transfer distribution. The
leading edge region, the film effectiveness data for the rotatifigsults obtained by Dring et dl127] indicated poor agreement on
blade decay much more rapidly than do the corresponding data fo@ blade pressure surface when comparing results for a rotating
the stationary bladéascadg It is also shown that for the suction cooled blade with results obtained for the same blade configura-
surface, the film effectiveness measured for the rotating bladetign in a cascade. Dring et dl127] found reasonably good agree-
about 30 percent less than measured for the stationary blade fré@nt for the corresponding suction surface. o
x/d=0 until x/d=45. At aboutx/d=45 lines drawn through the ~ The authors of all three of the cooling gas rotating rig measure-
two sets of results intersect. Beyoméd=45 the rotating blade Ment programs described above compared their rotating blade
film effectiveness decreases and plateaus out roughly paralleld@@ with corresponding flat-plate and/or cascade airfoil data. The
the cascade data but at a value about 50 percent less thanG@@mon theme from all three papers is that the stationary mea-
cascade result. Takeishi et f290] were able to obtain only lim- surements do not represent _the rotating fI_U|d dynamics adequat_ely.
ited rotating blade data for the blade pressure surface becaus&'8fVeVer, none of the experiments described was performed with

experimental difficulties, but the results that they did obtain sud@nes or blades using modern film cooling schemes. Thus, there
gested a low level of film effectiveness. They did not obtain su emains a tremendous VQ'd of ap_pllcable_ data for such an impor-
nt design problem as film cooling design. The current experi-

ficient rotating data to make a comparison with the pressur@- vt ! . N
surface cascade results. mental capability is such that an experiment using film cooled

Abhari and Epsteiri317] report the resuilts of a film cooling engine hardware is within reach. However, how to model the ex-

study for which unsteady heat transfer was measured on the ro _r_imental result_s to make them useful to the de_signer remai_ns a
ing blade of a full-scale, single-stage transonic turbine with [Micult task that is yet to be completed. The subject of modeling

- . ! . . of film cooling will be addressed in a little more detail in the
stage pressure ratio of about 4:1. The film cooling results obtain . 5 . . .
in the rotating stage are compared with uncooled results obtain%ccﬂlowmg section in an attempt to clarify why this problem exists.
in the same rig for the same turbine and with cooling results 4.2.2 Film Cooling Modeling. It comes as no surprise that
obtained using the same blade profile but in a linear cascade flae flow field near a cooling hole of a vane or blade is three
cility. Not all of the blades in the rotor were cooled; rather, theimensional. It is also not surprising that the analysis methods
instrumented blade and one blade on each side of each instlgsigned for two-dimensional flow field calculations would have
mented blade was cooled. Each of the cooled blétes total of to be modified in order to account for mixing interactions. Several
about 15 bladeswas configured with three rows of cooling holesnvestigators have attempted to do so in the past, e.g., references
on the pressure surface and two rows of holes on the suctidi5], [116], [319], [297], [320], and[2]. In Part Il of Crawford
surface(total of 93 cooling holes Heat transfer measurements aret al.[116], the authors describe modifications that were made to
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STANS in order to incorporate into the two-dimensional boundar 3000 T 1T T T  SLELANE SN0 B I B A

layer code routines to model injected coolant and turbulence at o

mentation. Three possible injection models were investigated B Case 61 .

part of the study. For low-Mach-number flows, the authors he [ (mid-span) . ExPe"me':“
some success with the various injection models. However, they 2000 Computation

caution that for application to the gas turbine blade-cooling env

ronment, the effects of mainstream turbulence, rotation, and cig

vature are missing from the analysis. =z
Abhari [2] revisited the data initially reported in Abhari and

Epstein[317] for a full-stage, transonic, rotating turbine. The pri- 1000

mary intent of this additional effort was to incorporate a stead»

state injection model of the film cooling process into the CFI

code UNSFLO 2-D. The injection model accounts for the penetr

tion and spreading of the coolant jet as well as entrainment of t

boundary-layer fluid by the coolant. Abhari compared the stead -1.0 -0.5 0 0.5 1.0
state predictions of his code to the film cooled linear cascade d: Pressure Suction
of Camci[321]. He found that in the immediate vicinity of the S

hole, the code overpredicted the experimental result, while away

from the hole, the agreement was much better. The reason for thig 28 Predicted versus measured Nusselt number distribu-
overprediction is felt to be due to an improper modeling of boundion for an uncooled Rolls Royce ACE turbine blade  [238]

ary layer fluid entertainment by the coolant gas. The time average

of the unsteady code calculations and the steady-state prediction

with film cooling were compared with the data reported in Abhari_ ) . _

and Epsteir[317]. At the blade midspan, they had several datdiven in[238]. The results for the design point case taken from
points on the suction surface but only a single data point on th&38] are reproduced in Fig. 29 for the blade locations noted as
pressure surface. On the blade near the hub, they had several BSE{] hub, midspan, and near tip.

points on both the suction and pressure surfaces. Film cooling haé]—t.e Ioca?on of T?hm\ms (?f COO"EQ holes _onFt_he ggesAsure antc)j
a much more significant influence on the suction-surface h ction surtaces of the bladeé can be seen in Fg. 25. AS can be

. . erved by studying these figures and the companion ones pre-
transfer_ than it does on the pressure surface he_at transfer. e%ted i 238|, the CFD analysis consistently underpredicted the
comparison between the prediction and the experimental resul

. Fssure surface experimental results near the hub by a very large
demonstrated to be good at both blade locations for both the pr fiount. However. near the hub on the suction surface. the agree-
sure and suction surfaces. Abhari goes on to illustrate quanti . '

. i X ent between the prediction and the data is good. For case #72,
tively how the unsteady pressure field on the blade influences e, agreement between data and prediction at the midspan suction

film effectiveness and how the flow rate of the injected coolant igiface locatiorithere was only a single data point on the pressure
influenced by the local wave systerfeither compression or ex- gyrface, which was greatly underprediotecas reasonably good.
pansiong Substantial reductions in pressure-surface film effeehe exception to this comment is the data point immediately
tiveness are shown, resulting in the time-average of the unstea@nstream of the injection holes. However, for cases #71 and
heat transfer predictions being significantly gred@®s much as #73, the midspan prediction on the suction surface underpredicted
230 percentthan the steady-state prediction. the data from 50 percent to more than 100 percent. There were no
As was noted earlier, Abhari and Epstg817] obtained data at midspan pressure surface data for cases #71 and #73. For all three
several spanwise locations on the blade of the Rolls Royce AG&ses, their cooled prediction for the location near the tip on the
turbine in the presence of film cooling. Garg and AbH&88] suction surface was in reasonably good agreement with the ex-
used portions of this data set to compare with the results ofparimental results. For cases #71 and #72 there was a single pres-
three-dimensional steady Navier—Stokes code. The particuire surface data poirfjust downstream of the row of cooling
code used was a modified versidio incorporate film cooling holes for the near tip location, and the prediction was about 30
effects, Garg and Gaugl§822)) of that reported in Arnone et al. percent below the data at that point. Shang ef284] note that
[176], which is a steady-state code and does not include an dRe turbine used to obtain these measurements has significant
steady capability. The CFD code used by Ablatifor compari- three-dimensional effects and that the spanwise heat transfer for
son made for the midspan region with the same data wH¥ uncooled case may vary by as much as 40 persest the
UNSFLO 2-D, which is capable of doing the unsteady calculatiofiSCussion in Section 4.1.6However, Garg and Abhari used a
The calculation performed for the uncooled blade midspan regiﬁg{ee-dlmensmnal CFD code so these spanwise effects should
has been reproduced in Fig. 28. ave been p_rop_erly accounted for. The al_Jthors suggest _that the
This figure demonstrates that the results achieved using {§&son for this disagreement between prediction and experiment is
mqst likely due to the neglect of unsteady effects in the Arnone

three-dimensional Navier—Stokes code were in good agreemeht [176] code. This suggestion is supported by a figure pre-

with the experimental results for the suction surface. However, t : ; SR
calculation underpredicted the data for the pressure surface gggepirlwnreGgailch% and Abhaffeproduced in Fig. 30for the blade

about .30 percent. For comparison purposes, Fig. 19 is the COrerhis figure compares predictions versus data using Abhari’s
sponding comparison presented in Abhari et[aB4] that was . dimensional unsteady calculation and the results obtained us-
obtained using UNSFLO 2-D, which shows good agreement by the three-dimensional steady code. Ablatiobtains signifi-
tween prediction and data for both the pressure and suction sgiintly better agreement with the data than does Garg and Abhari.
faces. Garg and Abhari present predictions for three cooled stagger, Garg323] revisited the same data set using a two-equation
cases. The specific cases are as followg:dase #71, which is a tyrbulence model instead of the Baldwin—Lomax turbulence
near design point conditionb] case #72, which has a positivemodel used in Garg and Abhd238]. The choice of turbulence
incidence angle, anctf case #73, which was run at a lower stagenodel made little difference in the resulting comparison with the
pressure ratio and speed. These three cases make up a good rexgerimental results from what was described earlier in this para-
over which to test the predictive capability of the CFD code. Thgraph. It is important to note that the calculation presented by
results of the prediction versus the data for all three cases #&arg and Abhari was a state-of-the-art attempt at calculating a
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Fig. 29 Predicted versus measured Nusselt number distribu-

tion for a cooled Rolls Royce ACE turbine blade; case #71

very difficult flow environment. The results obtained are valuable
in helping to direct future research efforts in this problem area tha*®*

[238]

is very important to the gas turbine community.

Later, Garg and Gauglg¢B24] use the same code described in
the previous paragraph to study the effect of coolant velocity ant
temperature distribution at the exit of the hole on the heat transfe
coefficient. They compared their predictions to experimental re-
sults obtained on three film cooled blades: the C3X vane, the VK
rotor blade, and the ACE rotor blade. The primary difference be:

[ L S L r LB SLEL) LI 3L L ‘ LI I I ] -l
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Fig. 30 Two-dimensional and three-dimensional predictions
versus measured Nusselt number distribution for cooled blade
of Rolls Royce ACE turbine, case #71 [238]

ary since all thredthe C3X, VKI blade, and ACE bladavere in

a stationary cascade. The comparison presented by the authors
between their predictions and the experimental results were good
as illustrated in Fig. 31 for the same rotor blathet in a station-

ary rig) as used in the comparisons presented in Fig. 29.

This comparison suggests that there may be a major difference
between the fluid dynamics of film cooling in a rotating environ-
ment and film cooling in the stationary cascade and this difference
may not be captured in the CFD code. It is important to clarify the
source of the difficulty before one can be comfortable using the
technique in an engine film cooling design system.

As part of an ongoing experimental measurement program at
The Ohio State University Gas Turbine Laborat¢@SU GTL)
that is being performed in cooperation with ETH Zurich, a Hon-
eywell high-pressure turbine stage is being instrumented. As part
of this research program, both the entire vane row and the entire
blade row are film cooled. The vanes and blades are instrumented
with surface-pressure transducers, thermocouples, and heat-flux
gages. This instrumentation task is underway in preparation for a
fully cooled measurement program. The measurements are to be
conducted for an engine stage operating at design corrected con-
ditions. More detail of this experiment will be provided in Section
5 of this paper. Gar§292] has presented a prediction of both the
surface heat transfer and the surface pressure for the blade of the
turbine for both the uncooled and the cooled upcoming OSU GTL
experiments. The author is commended for publishing his predic-
tions well in advance of the time that the experiments are to be
performed. When the experimental results become available, his
comparison with data truly will represent a prediction. In his cal-
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tween this comparison and the one described in the previous para-
graph is that neither of the bladé@he VKI rotor blade or the ACE Fig. 31 Predicted versus measured heat transfer coefficient

rotor blade was rotating. Further, the C3X vane was also statioffer cooled blade of Rolls Royce ACE turbine
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culation, Garg treats only the blade and not the vane. Thus, he t@assfer, aerodynamic loss, and component life considerations.
not included in his analysis the influence of the coolant flow froirom the first-stage vane on through the machine, other param-
the upstream vane row on the downstream blade. Also not ieters influencing the boundary layer development are wake ef-
cluded is the cooling emanating from the coolant holes in ttfects, shock waves, and coolant injection. Mayle and Dullenkopf
recessed tip of the blade or from the blade trailing edge. The CKD25,124 presented their turbulent-strip theory for transition from
code used by Garg for this prediction is the NASA Glenn Rdaminar to turbulent boundary layer for the turbomachinery case
search Center Multi-Block Navier—Stokes Convective Heaf unsteady, periodic turbulent wakes. In the 1991 IGTI Scholar
Transfer code, LeRC-HT(which was previously known as Lecture, Mayle [124] presented a discussion of the role of
TRAF3D.MB; see Steinthorsson et §825,326). This code is a laminar—turbulent transition in gas turbine engines from the view-
steady state code and does not include the unsteady effects onpiet of the engine designer. This discussion included the different
blade resulting from wake cutting or shock wave structure. Thusginds of transition, e.g., natural transiti¢fiollmien—Schlichting,
neither the cooled upstream vane nor the unsteady effects Bypass transitioriwhere creation and amplification of Tollmien—
included in the prediction presented by Gd&p?2|. Abhari [2] Schlichting waves is bypassed separated-flow transition,
argues the importance of considering the coolant flow comingriodic-unsteady transition, and reverse transition, and their re-
from the upstream vane as well as the unsteady flow associagg@ctive importance in the gas turbine application. At the follow-
with wake cutting and shock wave structure for predicting the heialy IGTI meeting, Walkef343] revisited the topic and explained
transfer distribution on the cooled blade. The reason given in Gaggme differences of philosophy between his view and that of
and Abhari[238] for having poor agreement between predictiomayle. Mayle[124] notes in his paper that in the case of turbo-
and the experiments of Abhari was the absence of unsteady eﬁqﬁﬁchinery app”cations, the boundary |ayer is often in a transi-
in the CFD code used for the analysis. tional state. Addison and Hods§844] describe a model for tran-
sitional boundary layers that can be used to estimate profile loss in
4.3 Influence of Free-Stream Turbulence and Boundary yrhines. Ameri and Arnong345] demonstrated the influence of
Layer Transition on Heat Transfer. Over the past twenty yansitional boundary layer modeling on predicted heat transfer
years, the subjects of free-stream turbulence, boundary layer trgnsyibytions for a rotating blade. They compared their predictions
sition, and film cooling have received an enormous amount @f the data of Blaif346], which was obtained in the UTRC large,

attention in the gas turbine heat transfer literature. A detailed Bw-speed, rotating rig. Later, Halstead et [847] published a

view of this literature is far beyond the scope of this paper, bubyrehensive four-part experimental and computational paper
selected references containing ample direction to the relevant Téaling with boundary layer development in axial compressors
erature are noted for the interested reader. Free-stream turbulefjce low-pressure turbines. Boundary layer transition in the com-
has Its origin in th_e combu_stor section O.f the engine. Two of trt?ressor and in the low-pressure turbine is similar in many ways.

®uch of the analytical work relating to boundary layer transition

?tream tLIeruIencef ege the intensity and the scale. ThezedarehiHr}he turbine has origin in the turbulent spot theory of Emmons
ortunately, two of the more important parameters needed Wnedy g Te giscussion presented here is intended to be of help to

performing hot-section heat transfer predictions. The fact that dgy y,rhine designer, so it is important to differentiate film cooled

finitive experimental data for the_ turbulence inte_nsity, turbuleq rbines from internally cooled turbines, high-pressure turbines
scr:tlt()e, etc., are not ghenerﬁlly av?llaglijlforbartl ertlﬁlnebcombustoqr@n low-pressure turbines, and big turbines from little turbines.

not because researchers have stood idle, but rather because objallliition in all of these machines is influenced by the unsteadi-
ing the relevant information is a very difficult task. In_thls regardn ss of the flow, the magnitude and scale of the free-stream tur-
numerous authors have described the results of studies de&gne&ﬁgnce and by ,the local Reynolds number. The Reynolds number

determine the influence of free-stream turbulence on stagnatigflcaq on vane axial chord for exampler comparable compo-
region heat transfer or heat transfer to uncooled turbine vangg]i1ts is obviously much areater in bia enaines than in small
Among these are referencd34,327-339 Shang et al[234] ngines. y g 9 eng

describe the results .Of a measurement program utilizing a fu “Tiedemann and Kodi349] present the results of a study con-
stage uncooled rotating turbine for which the free-stream turbHUcted for the midspan region of a rotating blade using a full-

lence was varied over thg range 0f0.510 8 percent. The resultlgl%ge turbine in the DLR Gottingen facilities. The authors demon-
heat transfer level and distribution on the rotating blade were u, rate the simultaneous existence of two of the transition modes
influenced by the magnitude of the free-stream turbulence. Té\

Escribed by Mayld124], bypass transition and separated-flow

authors do not present the corresponding uncooled vane dataQqision. The authors used a hot-film technique to deduce the

these turbulence variations. It is very likely that the vane heﬂ%cal state of the boundary layer on the rotating blade. Volino and
transfer would have been influenced by the level of turbulence

L "NC€dimon [350] have combined several different data sets in an at-
they were to measure the distributigin the absence of leading- ot o characterize the influence of free-stream turbulence, ac-
edge film cooling injection without and with S|_gn|f|cant f_ree- celeration, and wall curvature on bypass transition. All of the data
stream turbulence. In the presence of vane leading edge film COL?i'ed in the Volino and Simof850] study were taken from non-
ing, the influence of free-stream turbulence would likely bgqiing configurations. Clark351] demonstrated that the influ-
significantly less. In the work reported by Ames, the influence Qfy o ot Mach number on turbulent spot parameters is significant

Iargg-scale(ene_rgy scal_e on the (_)rder of 0.5 t0 2 times the Vang much lower Mach numbers than previously thought. Boyle and
leading-edge diametehigh-intensity turbulence was 'nveSt'gatedSimon[SSZ] incorporated the data of Clafi8s1] into the turbu-

Moss and Oldfield 340] and Dullenkopf and Maylg341] were o 5ot production models of Simd853] and Solomon et al.
specifically interested in the question regarding the influence 54] in order to investigate the effect of Mach number on tran-
turbulence length on heat transfer. Moss and Oldfig#D] found i length. However, in their study, Boyle and Sim{862]

that for a given free-stream turbulence intensity, length scale hagy compared their predicted results against isolated blade row

an {anortant |nf:ju$lncfetnhar;cen;en; fac(tjorss of up to 4(1.petr():;"mexperimental data. Thus, the periodic unsteadiness that is inevita-
on the measured heat transfer. Burd and Sifi@ai2] investigated " associated with gas turbines was not included in the analysis.
the question of local turbulence addition near the vane coolin

hole injection site because of injected coolant gas. The authorst.3.1 High-Pressure Turbine StageAs noted in the previous
investigated hold./D and coolant supply flow orientations, andparagraph, for the modern propulsion gas turbine engine, the flow
concluded that length scale is relatively unaffected by the hobmtering the vane row of the high-pressure turbine has a high
length, but dissipation appears to be greater for short holes. degree of free-stream turbulence along with embedded hot streaks
The state of the boundary layer on the vane and blade of ttfection 4.1.8 The vane is normally configured with showerhead
turbine stage is important to the turbine designer because of heabling in the leading edge region. Along the vane suction sur-
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face, one will find two or three rows of spanwise cooling holegublished studies for rotating turbines that included film cooling
The pressure surface will have three or four rows of film coolingn the blade all had relatively low incoming free-stream turbu-
holes, slot injection near the trailing edge, and distributed injetence at the high-pressure turbine vane. These include Dring et al.
tion holes on both the inner and outer endwalls. The downstrega®7], Takeishi et al.[290], and Abhari and Epsteifd17]. Of
blade will also have several spanwise rows of leading edge shailvese, Takeishi et aJ290] had the highest free-stream turbulence
erhead cooling holes. These blades will have one or two spanwisgel, 4 percent. None of the references noted in the discussion of
rows of cooling holes on the suction surface, three or four rows @fee-stream turbulence in Section 4.3 considered the important
the pressure surface, and trailing-edge slots across the span. diistion relating to the potential impact that free-stream turbu-
blade may also have distributed injection holes in the tip regionce might have on the film effectiveness. To do so requires that
and injection holes on the platform. For this configuration, it ithe turbulent free-stream be superimposed on the film cooled sur-
generally acceptetMayle [124]) that transition is not a consider- face. Intuition (always dangerous in gas turbine flowsiggests
ation. The h|gh |eVe| Of fl’ee-Stream turbulence along W|th injectqﬁat free-stream turbulence may be a hindrance or a he|p depend_
gas from the showerhead will trip the boundary layer in the imng ypon the relative magnitudes of some of the parameters in-
mediate stagnation region of the vane. The combination of CO\%gIved. Some of these parameters are turbulence intensity, blow-
gas injection, wake cutting, and shock waves will trip the boungnhg ratio, coolant to free-stream gas density ratio, etc. Many years
ary layer close to the stagnation region on the blade. The tendeng Kadotani and Goldstefi356] looked at this problem for a

of the turbine designer is to be conservative and to assume {ig. speed, flat-plate flow, with a single row of inclined cooling
boundary layer to be turbulent over the airfoil. Two earlier studi§gs|es. They conclude that the parameters most influencing the film
of the influence of free-stream turbulence on boundary layer trafietiveness are the free-stream turbulence intensity, the length
sition for the gas turbine application are those Of.B[aWS] and_ scale to boundary layer thickness at the injection site, the ratio of
Hodson[137]. In contrast to the case of a propulsion gas turbing, 1, scale to injection hole diameter, and the blowing ratio.
the situation of a stationary power plant gas turbine may be somjgz .o recently, Bons et al357] presented ,the results of an experi-
what different. The stationary power plant high-pressure turbi ental investi’gation for flow conditior(fow speed and geometry
vane may have an incoming high free-stream turbulent flow wi at plate, single row of cooling holgsimilar to those used by
hot spots, but the vane and the blade of this turbine may be int > dotani ’and Goldsteifid56]. However, Bons et al[357] were

e e oo st 3ol bl o vary the turbulent enh scale dependenty. The
. : g conflg S arameters that they could vary effectively were free-stream tur-

temperature profile for a stationary gas turbine are significan

)

different from those for a propulsion endine. but hot streaks a lence intensity and blowing ratio. The results demonstrate that
. - aprop engmne, ﬁ e relative magnitudes of the free-stream turbulence and blowing
turbulence still exist. With this scenario, the boundary layer tran:

L X ; . _.. ratio have a profound influence on the overall film cooling effec-
sition question for the vane may be different from the situatio \Veness(e.g., directly behind the hole, in between the holes, and

just described for the propulsion turbine. The blade of this ufy downstream of the holelncreasing free-stream turbulence is
cooled turbine is still subjected to the strong periodic-unstea s 9 X ) !
gwn to significantly reduce the effectiveness immediately

influences because of wake cutting and shocks so transition occ i .

near the leading edge of the airfoil. Some of the more rece pwnstream of the hole for low to moderate _blowmg ratios. By

power turbines do have film cooling and thus the same consid ntrast, increasing freg-st_ream turbulenc_e intensity for hl_gher

ations described earlier for the propulsion turbines are applicab owing ratios resul_ts_ n 'mpfo"ed effectiveness at locations
wnstream of the injection site. In another study, Bons et al.

Figures 23—31 described earlier in Section 4.1.3 present v ; . ) ) " .
and blade heat transfer data versus prediction for five differ g investigated the influence of unsteadiness on film cooling
£ ectiveness for a flat-plate configuration. Film cooling effective-

(Garrett TFE 731-2, Teledyne 702’. Rolls Royce AC.:E’ Alliso ness was determined downstream of a single row of cooling holes.
VBI, and General Electricuncooled high-pressure turbine stagesFor these measurements, the film cooling flow was modulated as

The TFE 731-2, the Teledyne 702, and the General Electric t%posed to the external flow being modulatechich would be

bines all had subsonic vane exit Mach numbers while the Ro ; .
. ; . e normal environment for the blade leading eddée results of
Royce ACE and the Allison VBI turbines had transonic vane ©4his study suggested significant reduction in the film cooling ef-

Mach numbers. Rivir et a[.355] used two separate techniques 9activeness because of the unsteadiness. Drost and RRBES

measure the free-stream turbulence for the experiment NoiRgetigated cooling effectiveness for two different free-stream
above that utilized the Garrett TFE 731-2 turbine and found it {9, jence levels using a cooled turbine airfoil having eight rows
be on the order of 5.5 to 6 percent. Essentially the same expeff-po|es in the stagnation region, on the suction surface, and on
mental configuration was used for the Teledyne 702, Allison VBlhe pressure surface. The airfoil was located in a cascade environ-
and General Electric turbines. Thus, one might anticipate that thunt. From the cooling configuration sketched in the paper, it
free-stream turbulence intensity immediately_ upstream of the vag pears that the bulk of the cooling gas was directed toward the
entrance was of the same order of magnitude as measuredsf¥tion surface. The results suggested significant cooling effec-
Rivir et al. [355]. In all five cases reported in Figs. 23-31, th§jyeness on the suction surface, but low cooling effectiveness on
turbines are operating at the proper stage pressure ratio angpatpressure surface.
design corrected conditions. With the exception of the Rolls The high-pressure turbine vane endwalls are also regions that
Royce ACE turbine, both vane and blade heat transfer data @iist be film cooled for modern turbines, and film effectiveness is
presented. For the four vane comparisons and the five blade cgffimportance. One of the early works treating endwall film cool-
parisons presented, the agreement between data and predictigagsis that of Blair[166]. Secondary flow effects were found to
good. The vane predictions shown were performed assuming #ve a significant influence by decreasing film effectiveness on
boundary layer to be fully turbulent on the pressure surface, hiile early portion of the endwall. Others have also investigated the
forcing transition to occur on the suction surface at about 20 p&Jeoling effectiveness for injection on the vane endwall, e.g.,
cent wetted distance. For the blade comparisons presented, TaReishi et al. [360], Granser and Schulenberf361], and
boundary layer was assumed fully turbulent on both the pressiéedrichs et al[362].
and suction surfaces for all five turbines. Vane and blade calcula-Mehendale et al.363], Funazaki et al[364], Heidmann291],
tions were performed assuming the boundary layer to be fuliynd Du et al[365] are among a large group of researchers who
laminar, but the resulting predictions were so far below the ekave investigated the influence of unsteady wakes on film effec-
perimental results that they are not shown on these figures. tiveness. All of these authors simulated the wakes via a series of
Film cooling and the associated film effectiveness are very imetating bargdescribed by Doorly and Oldfield40]). They also
portant considerations in the high-pressure turbine. The previously arrive at about the same conclusions, which are that film cool-
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ing effectiveness is significantly reduced by the presence of thbsence of profile separation. They concluded that separation is
wakes, which should come as no surprise. They further concluihtiated when the upstream rotor wake enters the blade passage
that increasing the blowing ratio increases film effectiveness untiear the leading edge, preferably on the pressure surface. Separa-
the blowing ratio gets so large as to allow entrainment of the htibn occurred in only one of thee rotors, but the reasons for this
external gas. Both Funazaki et §864] and Ekkad et al[280] observation are not clear. Most rig measurement programs will
superimposed free-stream turbulence on the wake disturbancegliote numbers in the 5 to 10 percent range, but the engine mea-
the case of Ekkad et d[280], a medium(16.4 percentto a strong surements reported by Sharrf@72] indicated wake turbulence
(21 percentfree-stream turbulence superimposed on the unsteaidyensities in the range of 16 to 23 percent. The difference in the
wakes caused further degradation in film effectiveness beyorig versus engine free-stream turbulence levels is large and poten-
that observed for the wakes alone. By contrast, superimposingtily very important to the transfer of information from the labo-
unsteady wake on a strong free-stream turbulef®de percent ratory to the design.
caused little reduction in film effectiveness, which is probably not The experimental results described in numerous studies are re-
surprising. lated to the questions of boundary layer transition, reduction of
Beyond what has been presented above, it is not productivesiglidity, losses, and boundary-layer separation control. Among
continue the discussion of film cooling and film effectivenesghese are referencé847,373—382helpful to the designer in an-
studies for high-pressure turbines. As indicated at the beginninggifering the demands of the industry. There are several obvious
the previous paragraph, there are precious few applicable data sgfgantages to being able to reduce separation on the airfoils and
with which to obtain insight. Further, for all three rotating turbinghe resulting performance penalty just as there are advantages to
data sets that have been discussed, the comparisons made Wigficing LPT solidity without reducing performance. If solidity
cascade results suggested that rotational effsetsondary flows  can be reduced, then engine weight is reduced with an accompa-
wakes, and shock waves couldn’t be neglected in either the &ying reduction in parts count, and thus increased thrust to weight
periments or the analysis. This point will be addressed in mogg the engine. The question that remains to be answered is by how
detail in Section 5. much can solidity be reduced without adverse effects. Wisler
[383] notes that an experimental program was conducted using the

4.3.2 Low-Pressure Turbine StageThere are increasing de-
g 9 Low-Speed Research Turbine in which the blade count of both

mands imposed upon a modern low-pressure turbine to gene .
as much power as possible to drive larger fans at lower spe rotor and the nozzle were simultaneously reduced by 20 per-

without adding weight, cost, or complexity to the engine. Thi ent. At the increased levels of inlet turbulence intensity tested,
. : IR .t tHAE Performance of this reduced solidity turbine was not measur-

already operates with efficiency in excess of 90 percent puts gr y different from that of the baseline in either pressure coeffi-

demands on the technology. The low-pressure turbine must op gntor e_ff|C|ency._The baseline turbine was dfeslgned using stan-
ate efficiently over a large range of Reynolds numbers consist d design practice. Howe_II et 41384] and Rivir et al.[380] .
with the take-off conditiorion the order of 1,000,00@0 the high- suggest thaf[ a solidity reduction more on the order of 34 percent is
altitude cruise conditiofon the order of 25,000 There have been POSSible. It is important to note that with the reduced solidity, the
several papers in the literature dealing with heat transfer in tRide loading and the potential mechanical problems increase and
low-pressure turbine section of the engine. Among these s must be properly included in the design process.
[366,367, and [368]. Heat transfer is not the primary area of Boundary layer transition and turbulence are both of impor-
concern in this section of the machine. Much of the research effé1c€ in the low-pressure turbine. Two locations within a modern
has been concentrated in bodies of research that can broadly!fgine engine where boundary layer transition is important are
described as transition studies. These studies are generally §a¢- compressor and the low-pressure turbine. The IGTI Scholar
formed for relatively low values of inlet turbulence intensity foP@Per of Mayle[124] and the four-part paper of Halstead et al.
which transition to turbulent boundary layer can be helpful ih347] both treated the problem of transition in the low-pressure
preventing laminar separatiqand thus loss in stage efficiency turbine and the compressor. Compressors utilize aerodynamic dif-
Airfoil configuration studies are often designed to reduce the sBiSion to achieve significant pressure increases, but along with
lidity of the LPT while not destroying the efficiency of the com-this come adverse pressure gradients and the associated tendency
ponent, and controlling separation in the low-pressure turbine B boundary layer separation. By contrast, the low-pressure tur-
use of passive or active vortex generators. Several groups h&lee extracts work from the flow by expanding the gas stream.
made major contributions to the research efforts associated wihe designer takes advantage of this expansion and stable bound-
the low-pressure turbine. Among them, four account for a signif'y layer on the blade suction surface for as long a distance along
cant amount of the reported research results. These are groupsiiggairfoil as is possible. However, at some point there is a diffu-
by Hodson at Cambridge University, Hourmouziadis at MTUSion region and one has what Sharma e{285] refer to as the
Wisler, Halstead, and Solomon at General Electric Aircraft Enaft-loaded airfoil.” Hourmouziadis[386] has pointed out that
gines, and Rivir at Wright Laboratory. these airfoils operate very well at high-Reynolds-number condi-
One of the largest uncertainties associated with the LPT is tHigns. However, when the Reynolds number falls, as it does at
magnitude of the free-stream turbulence entering the individugluise altitude, then flow separation in the diffusing region can
blade rows. The magnitude of turbulence intensity and the wa&gcur. Reattachment may not take place, resulting in increased
that the turbulence intensity changes as one progresses throl@gis and reduced aerodynamic performance, if the Reynolds num-
the machine is a consideration in the low-pressure turbine. Relakg becomes too low or the pressure gradient too high.
discussions are presented [i869,367,37() and [371]. Binder The detailed experimental results presented in Halstead et al.
et al.[369] used hot films to measure the turbulence intensity in[847] provide significant insight into the transition process on the
low-pressure turbine. Significant spanwise variations in turblew-pressure turbine vane and blade for Reynolds numbers con-
lence intensity were measured in the early stages of the five-staigient with both take off and cruise operation. The authors used a
machine varying from a high value of near 12 percent near titwo-stage, low-speed, low-pressure turbine with the vanes and
hub to near 6 percent at midspan to about 10 percent near the ilades instrumented with hot films in order to deduce detailed
At later stages of the turbine, the spanwise variation of turbulenbeundary layer information. In Part 3 of their four-part paper, the
intensity disappeared and the level across the airfoil was reduadhors demonstrate that the boundary layer over a significant
to a value of about 5 percent or less. The 5 to 6 percent turbulenmartion of the airfoil suction surface is either laminar or transi-
intensity number near midspan is consistent with the measut®snal. The Reynolds number, the free-stream turbulence intensity,
ments of Halstead et d347]. In their study, Binder et al.369] and the airfoil pressure loading determine the particular location
were able to determine within the various stages the presenceobitransition. Halstead et aJ347] properly duplicated the Rey-
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nolds number and the airfoil pressure loading. However, theymilar measurement program, but they used a series of upstream
were concerned that because there is neither a combustor naotating bars to simulate the unsteady wakes. The authors make
high-pressure turbine upstream of the low-pressure turbine, thegreful note of the experience of using rotating bars to generate
may not have the proper free-stream turbulence intensity and sdaée-stream turbulence that is described by Halstead et al., but
convected through to the low-pressure stage. The measured leuglue that they have specifically designed their bar system to pro-
of free-stream turbulence was 4.6 percent in the wake, and nuduce the desired turbulence intensity. The conclusion of the
bers ranging from 1.7 to 3.4 percent in between the wakes. Cddehulte and Hodson work was that the suction surface boundary
cerned about the level of free-stream turbulence, they removedager was dominated by the unsteady wakes. These authors also
rotor airfoil and introduced a rod to generate high free-streafaund that there is an optimum wake-passing frequency and that
turbulence intensityon the order of 16 percenaind found dra- for this case the profile loss is nearly independent of Reynolds
matic influences on their results. The authors cautioned that cagmber. This result suggests the possibility of designing a highly
must be taken when using rods to simulate airfoil wake turbulent@aded low-pressure turbine without having large profile losses at
intensity to assure oneself that the bar is producing a represeritee low Reynolds numbers associated with the cruise operating
tive wake of a lifting airfoil. As part of their investigation, the condition.
authors also found that clocking of the turbine vanes has a signifi-The group at Wright Laboratory has been investigating the use
cant influence on boundary layer development and loss at tbedimples,V-grooves, and passive and active air jets as means
midspan location. The measurements demonstrated that transifi@hreducing boundary-layer separation losses in the low-pressure
occurred near the leading edje the region of adverse pressureturbine. Rivir et al[380] and Lake et all382] describe the results
gradien} on the pressure surface of the airfoil when the blade w&§ measurement programs for which dimples and steady and
operating at design incidence angle. In the case of negative ineiised 90 deg skew injection are used as effective vortex genera-
dence angle, separated flow transition occurred at the leadigs- These techniques have been shown to reduce total losses
edge, followed shortly by turbulent reattachment, while for posgignificantly (by about 40 percepfor a low-pressure turbine air-
tive incidence, wake-induced strips and regions of transitional af@il operating at low Reynolds number. Most of the experiments
turbulent flow were found between wakes. described in this paragraph were conducted using a nine airfoil
Solomon et al[354] have proposed a model for estimating incascade housed in an open-loop induction wind tunnel and gener-
termittence(a measure of the degree to which the flow is turbilly highly aft loaded airfoils were used. The authors demonstrate
lent, being equal to zero for laminar flow and one for turbuleri#se of both steady jets and pulsed jets as vortex generators. The
flow). This model can be used to predict the region of transitiondimples and the jets were located on the airfoil near the natural
flow for flow conditions similar to those experienced on the sugeparation point instead of near the leading edge that would be
tion surface of low-pressure turbine airfoils. These authors ha{ore common. However, the authors show that it is not necessary
used their own experimental data along with that of many oth& know the separation point in order to achieve significant loss
authors in order to arrive at a generalized model that is demdigduction with the proposed techniques. Additional work with use
strated to be effective in predicting the transitional flow length fd?f passive jets and dimples to create steady vortex flow for control
typical low-pressure turbine airfoils. More recently, Solomo®f boundary layer separation on the suction side of the low-
[378] has investigated boundary layer development for two neRfessure turbine blade noted earlier in the paragraph is discussed
blade configurations having identical design vector diagrams d0t[390]. Rivir et al.[380] reports the results of a similar study
substantially different loading levels. Earlier, Curtis et[@87] €xcept that for these measurements both dimples active control
and Cobley et al[388] demonstrated use of a high lift blade,(Pulsed vortex generator jetsre used for control of boundary-
which could be used to take advantage of the effect of wall@yer separation. Bons et §881] descnbe_the results _ofa5|mllar
passing described by Schulte and Hod§875]. Solomon[37g] Measurement program, but use only active control in the absence
performed measurements for several combinations of blade prof?lfed'mples- The results of all of these studies are consistent in that
and free-stream turbulence level. The primary goal of this r&Y report significanton the order of 40 percenteductions in
search was to investigate ways in which the solidity could H@t@! loss.

reduced without decreasing performance. The results demonstratg 3 3 |nfluence of Surface Roughness on Aeroperformance
that the large regions of laminar and transitional flow present hd Heat Transfer. It is well known that propulsion, stationary
the blade SUCtiOn Surface at |0W inlet turbulence are aISO pres%@bver p|ant’ and marine gas turbines experience Corrosion’ depo_
when the inlet turbulence is increased to high levels. It was alg@ion, and pitting of the vanes and blades of the high-pressure
found that the onset of transition for the hlgh‘“ft prOfile is muchurbine. This surface degradation results in decreased aerody_
less sensitive to inlet turbulence level than is the conventiongdmic performance of the machine and increased heat transfer
profile. Solomon[378] clocked the second vane relative to thgand thus reduced lifefor the component. For the film cooled
first and found that in certain orientations it was possible to neane, the surface degradation can have a significant influence on
eliminate periodic transition effects, which results in more turbyiim cooling effectiveness because of the way in which deposited
lent flow on the blade and increased loss. foreign material influences the geometry of the cooling hole. For
Qiu and Simor[389] have investigated the influence of freethe uncooled vane, surface roughness can have a significant influ-
stream turbulence intensity and Reynolds number on boundagtice of the location of boundary layer transition on the suction
layer transition and flow separation for low-pressure turbingurface and thus on the heat transfer load to the surface. Deposi-
blades using a cascade facility, but in the absence of unsteagy of foreign material on the blade is generally less of a problem
wakes. The authors present detailed velocity profiles and intermitan for the vane. Because of wake cutting and shock waves, the
tency distributions measured in the airfoil boundary layer for thgoundary layer is already mostly turbulent. However, corrosion
different turbulent intensities and Reynolds numbers. Murawskihd pitting can impact the leading-edge cooling holes, and thus
et al. [377] reports the results of a low-Reynolds-number, lineane film cooling effectiveness.
cascade study of unsteady aerodynamics associated with a lowfhe influence of blade surface roughness on aerodynamic per-
pressure turbine blade. This study is similar to that reported in Qiormance and heat transfer has been investigated for the Rocket-
and Simon in that there are no unsteady wakes present in thgne Space Shuttle Main Engin&SME fuel side turbopump
experimental configuration, but rather emphasis is placed on Rejging the full-stage rotating turbine by several authors. Among
nolds number and free-stream turbulence intensity influencelsem are reference891], [392], [393], [394], [27], [395], and
Boundary-layer separation was experienced for all combinatiof896]. This is a relatively good example to discuss because all of
of Reynolds number and turbulence intensity for which measurthe papers just noted were attempting to deal with essentially the
ments were performed. Schulte and Hod$85] performed a same hardware. However, the experiments were done using dif-
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ferent facilities and experimental techniques while the analyssame Reynolds number, the roughness for the blade used by Blair
portions of the work ties the parts together. The first-stage turbiaed Andersof391] would be about 15 times greater. It is believed
blade of the Rocketdyne two-stage machine was initially intendéat the reason for this significant difference in equivalent rough-
to have a thermal barrier coatii@BC) deposited on the surface. ness height ratio is that Blair and Anderd@91] were attempting
After the primer coat was deposited, a decision was made notttomatch thek—plus value for the SSME engine Reynolds number
add the TBC and thus the way the turbine went into service wasndition. Boyle concluded that the much larger Reynolds number
with a first-stage rough surface blade. Boynton e{3®5] mea- associated with the actual engine condition could explain the sig-
sured the aeroperformance of the turbine with the rough first-stagiicantly increased heat transfer observed by Blair.

blades, and then with those rough blades polished to a smootiNumerous other authors have investigated the influence of sur-
condition, and found nearly a two percentage point difference face roughness on vane heat transfer and or losses. These include
performance. For comparison purposes, the Reynolds numbeference$163,398—-409Guo et al.[403] incorporated a rough-
based on blade axial chord and rotor exit conditions for the aensess model into a CFD code commonly used at Rolls Royce in
performance experiments of Boynton was aboutx@@> This order to obtain comparisons with experimental results for hydrau-
value of Reynolds number is about 2.3 times greater than theally smooth and transitionally rough surfaces. The roughness
highest Reynolds number used by Dunn ef27] and about 1.5 modeling used by Guo et g403] is similar to that described by
times greater than the Reynolds number used in the experimeBeyle and Civinska$392]. A comparison between prediction and

of Blair [394]. Boyle [396] used a Navier—Stokes analysis to indata is presented in Fig. 7 of Guo et p403] for a roughened
vestigate in depth the experimental results of Boynton €385], vane. This comparison illustrates that from the stagnation region
which include both the influence of roughness and the influencetof about 60 percent of the pressure surface the prediction under-
incidence angle on performance. The Navier—Stokes analysis véséimates the rough surface data by about 60 to 70 percent. How-
used because of the potential for separated flow to occur over ther, at about 85 percent of the surface, the prediction and data are
range of incidence angles used in the experiment. Boyle fourdual(mainly because the two results have very different slppes
that the predicted influence of incidence angle on performan€Eer the suction surface from the stagnation region to about 30
was in reasonable agreement with other predictions and in agrpercent of the surface distance, the prediction overestimates the
ment with the trend in the experimental results. The roughnedsta by about 30 percent, but beyond 40 percent of the surface
model incorporated into the analysis of Boyle was that of Cebedistance, the data exceed the prediction by about 10 percent. To
and Chand397]. Boyle found that the estimate of the influence ofnodel stochastic surface roughness in the University of Texas
roughness on performance was sensitive to the value selecteddatle TEXSTAN, the discrete roughness model reported in Taylor
the damping parameter. The damping parameter that worked wedllal.[410] and its modification for heat transfer by Tarddd 1]

for predicting performance didn’'t necessarily work as well fohave been incorporated into the research version of TEXSTAN.
predicting heat transfer. Dunn et &27] used the same turbine Tolpadi and Crawford407] used this model to predict the suction
configuration as Boynton et 4895] and measured the heat transand pressure side heat transfer data of airf@ilsuaf et al.[406])

fer distribution to the first-stage vane, first-stage rough blade, a@tifour Reynolds numbers and high free-stream turbulence. The
second-stage vane. The surface roughness for the first-stage bfadghness elements were simulated using full-height right-circular
was measured to be 1&m rms for a blade with an axial chord of cones, with parameters of the elements being matched to the air-
about 0.018 m. The experiments were run for two Reynolds nurigil's roughness statistical profile measurements. Both the heat
bers based on vane chord and vane inlet conditionss 108 and  transfer level and transition locations were in good agreement for
2.5x 1CP. For comparison with the results of Blair and Andersodl! but the lowest of the Reynolds number cases.

[391] and Blair[394], the corresponding Reynolds numbers based Reference$398], [400], [404], and[412] are among the few to
on blade chord and rotor exit conditions are 210° and 3.8 address the question of how surface roughness influences film

. : - ling effectiveness. Of these four the two probably most rel-
X 10°. The technique described by Boyle and Civinsk282] was €00 . i f .
used to analyze the data for the rough blade. In their analysis, yant to turbine conditions is that of Schmidt et f04] and

authors concluded that the effect of the roughness on the hﬁf'gand et al{412]. Schmidt et al[404] used a flat-plate con-

. . . uration with two different values of roughnegdiffering by a
transfer is a function of Reynolds number and the effective roug actor of two that the authors describe to %e re?resen?ati\)//e of an

ness height, which in turn is a strong function of the roughnegs (oo airfoil. The authors conclude that surface roughness
and the density. For this particular blade, profilometer scans deHb’ s not cause any significant loss in film cooling effectiveness

onstrated that the peaks of roughness are not very close to eRaH; PP P :

(t' it does result in significant loss in film cooling performance
other. Although to the human eye _the blade appeared to b_e VRdcause of increased heat transfer rates due to the roughness.
rough, the qnaly3|s .suggested. that it was not, and the experime ever, it appears that this conclusion would be dependent upon
r%Suusltse)c(OQ:'imqeicgr'Srgo?gmsflgr'tE’iZﬁz%ﬂgeggrmid;?lﬁnﬂg{i both the specific Reynolds number and the equivalent roughness—
gous exp prog . - eng 9 eight ratio as discussed in the previous paragraph with respect to
but_ln a large-scale 1-1/2 stage rotating rig. The blade used & roughness data for an operating turbine. Weigand 64 %8]

E;ae'(rj [Sgggv?]stornueih;gg%r;?]?jnétﬁﬁg?'gﬁzh%;dsﬂﬁécroyas_ evaluated TEXSTAN for the combined effects of its roughness
y Boy 9N and film cooling models using the flat-plate data included in Hoffs

ness was scaled up accordingly from 15 to §60. In addition, o, r401) The combined effects were successfully modeled for
Blair [394] ran his measurements at higher Reynolds numbelggth the effectiveness and heat transfer

based on blade axial chord and rotor exit conditioh® to 5.8

X 10°) than Dunn et al[27]. The engine hardware rotor used in 4.4 Internal Heat Transfer With Cooling. Sections 4.2

the experiments of Dunn et g27] was aft loaded and had awas devoted to discussions of heat transfer in the presence of film
greater solidity than the rotor that BIdi894] used, which would cooling and film cooling modeling, but the discussion was con-
tend to make that rotor less sensitive to roughness. B&84] fined to the coolant gas after being injected into the external flow.
found a significant increase in the heat transfer for the rough bladle equally important consideration has to do with the history of
at the higher Reynolds number. Boyle and Civinskg82] ana- the coolant gas as it is directed from the compressor bleed region
lyzed the data of both Blair and Anders@891] and Dunn et al. to the exit of the cooling holes on the vane, inner and outer bands,
[27]. They achieved good comparison between the experimengald the blade. There are many variations on the internal construc-
results and their predictions for both experimental data sets. Tten of these vane and blade cooling passages. These variations
profilometer measurements takésy Blair at United Technology often include ribs, inclined ribs, roughened ribs, etc., which are
Research Centgrfor the actual engine hardware blade used bgtesigned to trip the internal boundary layer to turbulent in order to
Dunn et al.[27] gave an equivalent height ratio of 0.3. At theincrease the internal cooling capacity above what it would be for
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a laminar boundary layer. A significant database exists for tltensumption. Yamawaki et §418] discuss three alternative heat
vane. Based upon engine experience, designers can often gepipg configurations and cooling media applicable to propulsion
with using standard pipe flow correlations for estimating the irgas turbine engines. Their heat pipe concept is similar to that
ternal heat transfer with an experience factor added to the corpgeposed by Silverstein et d415] except that Yamawaki et al.
lations. However, in the case of the rotating hot turbine bladg}18] use cooling air to provide cooling for the vane leading edge
Coriolis and buoyancy forces induce secondary flow vortices thaitid the thin trailing edge. In this paper, the authors devote atten-
result in different heat loads to the different internal walls dependon to start up time for the heat pipe when being used in the
ing upon their specific orientation. The fluid flow for the rotatingoropulsion engine application. They found that inclusion of a non-
blade has been characterized by several authors to describe tbeiidensable gas in the cooling medium was an effective way to
experimental results. It is common in this work to use a Buoyanggduce start up time. The shortest startup time found for the heat
parameteratio of centrifugal to inertial forcesa Rotational pa- pipes studied was on the order of six minutes.

rameter (ratio of Coriolis to inertial forces and the Reynolds ) o

number. The inverse of the Rotational parameter is the Rosshy*-4-1 Nonrotating MeasurementsA significant database ap-
number(ratio of inertial to Coriolis forces These parameters canPlicable to the nonrotating vane is available to the engine de-

be expressed in several ways, but are often expressed as follofi@ner, e.g., referenc¢d21-423. Included in this literature is a
body of data dealing with the influence of ribs on internal heat

pdu, transfer. Probably Taslim and his students have generated the most
Re;= " (6) extensive data set. Taslim et §426] studied the influence of
o ) ) bleed holes on heat transfer and pressure drop in roughened trap-
where d=hydraulic diameterp=gas densityu;,=inlet gas ve- ezojdal passages with tapered turbulators. This configuration is

locity, u=gas viscosity; representative of the trailing edge region of the airfoil. The au-
Qad thors concluded that the bleed holes provide a spanwise velocity
Rot= — (7) component to the main flow and result in a more uniform span-
Uin wise heat transfer coefficient. Taslim and Wadsw#h7] dem-

onstrated that the average heat transfer coefficient to the rib is
significantly greater than the heat transfer coefficient for the floor,
1 Uin or the area between the ribs, which is a particularly important
RO= 5™ 0d (8) finding for small engines. Taslim et dl428] investigated rib-
roughened channels to simulate leading edge cavity heat transfer.
T-Ti R Various shaped ribs consistent with engine application were used
50:( T )ROFF (9) in this study. In a later paper, Taslim et &429] found that by
roughening the walls of the ribs they could significantly increase
where T=local static temperatureT;,=inlet gas temperature, the heat transfer coefficient of the ribs. Taslim et[4B0Q] inves-
R;,=mean radius of test section. tigated heat transfer coefficient enhancement in channels rough-
The combination of Coriolis forces, buoyancy forces, andned with angled ribsy-shaped and discrete ribs on opposite
forced convection determines the internal heat transfer. For tinalls. The authors concluded that the resulting heat transfer coef-
case, the common practice among designers is still to use figents were greater than corresponding 90 deg ribs, and reasoned
available database obtained for vanes and then to introduce gat secondary flows generated by the angled ribs were respon-
hancement factors to correct for the physics of the flostation  sible for the increased heat transfer coefficients. Wang ¢431]
missing from the data set being used. For the past eight to tieave also investigated the use of angled ribs and found two major
years, experiments have been designed to supplement the exisgidgnterrotating vortices. However, Wang et[4B31] did not com-
nonrotating data set and to provide insight into internal heat transare their results to the 90 deg rib data.
fer for the turbine blade. However, it is not clear just how much of Several other authors have also investigated the influence of
this recent information has migrated into the turbine designewps (or turbulator on the internal heat transfer. Among them are
tools. It is generally agreed among the research community thaterenced432—439. Rivir et al. [438] describe an experiment
the experiments designed to produce data applicable to the blggie which hot-wire measurements were performed in a square
must be rotating to produce the proper Coriolis forces, and thejannel roughened with ribs. The authors considered several rib
must be heated to produce the proper buoyancy forces. Latefcihfigurations in their study. The turbulent intensity and scale in
this section, both the nonrotatirigang and the rotatingblade  the immediate vicinity of the ribs were determined from hot-wire
literature will be briefly described. data. The interested reader is referred to these papers for a more
For some applications the coolant dgas liquid) remains con- detailed discussion of the additional results.
fined to the internal passages of the vane and blade and does not
exit cooling holes. In the case of stationary power plants, the4.4.2 Moving the Coolant to the Disk and the Cavity Flow.
cooling medium of choice is sometimes steam or water. The [@ne must move the coolant gas from the compressor bleed to the
erature contains several proposals of this type of internal coolif@tating blade in the gas turbine application. This must be accom-
for the vane of advanced propulsion gas turbine engines. The tephshed without suffering significant losses, or contaminating the
nique involves the use of heat pipes for which the potential codtade cooling air with hot disk cooling air or ingested flowpath
ants are alkali metal&sodium or sodium-potassiymirhe coolant gas in the process. Prakash and Zefdd0] have shown that
material is in the solid phase at room temperature, but it is arguekhde internal heat transfer is sensitive to the conditions of the
that the solid should liquefy quickly upon engine start up. Th#&coming coolant flow. The flow in the disk cavity must also be
heat pipe technique is not confined to propulsion gas turbingg)derstood so that proper cooling of the disk can be assured in
although many of the published studies are directed at this parder to prevent thermal distress. The rim seal between the rotor
ticular application. One of the advantages of the heat pipe tecmnd the stationary vane will normally leak under the best of con-
nique is that it does not rely upon compressor bleed air, but ratteitions, allowing hot gas from the flow path to move into the disk
uses a liquid, wick system, heat sink, and condenser to remove tlawity thus presenting potential thermal stress for the disk. A sig-
heat load. A discussion of various research efforts involving heaificant portion of the database having application to these prob-
pipes can be found in referenc€413—-42Q. Silverstein et al. lem areas can be found in papers authored by Professor Owen and
[415] studied the application of heat pipe vane cooling for ano-workers at the University of Bath and by Professor Bohn and
advanced military turbofan engine and concluded that they coudd-workers at Aachen University of Technology. Examples of
realize significant increase in thrust and a decrease in specific ftledse papers are referen¢dd1—-454. Wilson et al.[448] used a

where() =rotational frequency;
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preswirl rotor—stator rig similar to that used by EI-Oun and Owewas reduced to 40 percent of the nonrotating value. Thus, it is
[443] to perform detailed heat transfer, velocity, and temperatuvery important when designing a measurement program of this
measurements for the surface of the disk, the stator, and the fyge to be sure to reproduce both the Coriolis and the buoyancy
swirl chamber. The authors had significantly less instrumentatidéorces present in a heated turbine blade. Wagner ¢#al.—463

in the preswirl chamber than for the stator and rotor. The bladed Johnson et aJ464] have studied the Coriolis effects on heat
cooling temperature was shown lowest when the swirl ratio wasansfer in a serpentine square passage both with and without ribs
the highest. Predicted values of the measured parameters wareonstant wall temperature. Dutta et [@65] report the results
obtained using an axisymmetric elliptic solver and a lowef a rotating internal heat transfer experimental study obtained
Reynolds-numbek—¢ turbulence model. The trend of the pre-using the same experimental facility described in Han €40
dicted results was consistent with the measurements, but the mfag-which smooth-walled triangular ductinstead of square or
nitudes were significantly different. Karabay et[@49] describes round ducts were used. Their reason for doing so was that trian-
a combined theoretical, computational, and experimental reseagthiar ducts are a feasible configuration for internal passages of
program treating the problems associated with the predwmi+l turbine blades. This configuration provides more restriction to sec-
duce) system. In the process of preswirling the cooling air, thendary flows, thus avoiding symmetric vortex formation and re-
technique described also provides cooling to the disk to maintaducing heat transfer disparities between the leading and trailing
the metal temperature within acceptable limits. It is demonstratedrfaces. Dutta et gl465] considered three different wall heating
that the flow between the preswirl cover plate and the disk tonditions—constant wall temperature, constant wall heat flux,
similar to that in a rotating cavity with a radial outflow of air.and engine condition—in order to impose both the Coriolis and
Chen et al[455] report the results of a combined experimentabbuoyancy forces on the experimental condition. The results of the
computational study of heat transfer for the disk cavity, i.e., in iangular duct are compared with the corresponding square duct
cavity bounded on one side by the rotating disk and on the othrsults reported by Han et 66| and different heat transfer and

by a stationary wall. Measurements of local velocity and heabrtex patterns are demonstrated. Bons and Kerrel@K de-
transfer in the cavity are reported. The authors show reasonabigned and conducted a unique experiment in which they obtained
good agreement between measured and predicted heat transfeal velocity and surface temperature information in the heated
values in the cavity. Chen et a455| report the results of a simi- rotating passage, which would then provide a data base to be used
lar experimental investigation for heat transfer in the cavity dh code validation studies. They used a smooth-walled square duct
contrarotating disks. Bohn et d454] investigated ingestion of in a large rotating rig, and heated the walls using indium tin oxide
hot gas into the disk area via the lip seal between the vane and #iigps that operated as resistance heaters. The temperature of the
rotor. These measurements were performed for different valuesvdll was then measured using a mercury/cadmium/telluride infra-
the lip seal clearance, rotational Reynolds number, and Macdd detectorfrequency response typical of these detectors is on
number of the gas path flow. The results of the study demonstrateeé order of 300 kHg The internal flow was seeded with particles
that both the flow path Mach number and the rotational Reynoldsid the internal flow velocity was measured using Particle Image
number have a significant influence on the leakage flow. WiWelocimetry. In addition to providing a unique set of flow field
increases in both of these parameters, the efficiency of the seelocity data for a heated rotating passage, this experiment also
decreases. Bohn et dl451] report the results of a combineddemonstrates the significant differences in wall heat transfer that
experimental/computational study designed to study the convexcur when the buoyancy force is not duplicated in rotating mea-
tive heat transfer in a closed annuli cavity rotating about its horsurements. The authors illustrate the importance of duplicating
zontal axis. The steady-state results of the calculations and thath the Coriolis and buoyancy forces simultaneously. They show
experiment are shown to be consistent. However, the computedifference of a factor of two in Nusselt number from trailing to
results inside the cavity appear to be influenced by an instabiligading wall when both the Coriolis and buoyancy forces were
that could not be resolved from the experimental results. Thegeesent as compared to a ten-percent effect in the absence of
internal cavity flows, which, when properly designed, are sufpuoyancy. Glezer et dl468] describe the results of an experimen-
posed to maintain the working temperature of the disk at an a&al program designed to investigate the impact of a screw-shaped
ceptable temperature to ensure reasonable life, are a very immowirl cooling techniquédescribed in Glezer et dl469]) for cool-

tant consideration in the design of turbomachinery. Stel6] ing the turbine blade leading edge. It is argued that the jets induce
has presented the results of a generalized analysis that canalssvirling motion in the leading edge passage, resulting in signifi-
conveniently used to estimate thermal stress in the rotor disk doant augmentation of the internal heat transfer along the leading
ing transient operation. The analysis was designed for speciéidge with crossflow playing an insignificant role. Many years ago
application to stationary power plant machines, but the results aercher and Tabakoff470] had demonstrated that jets impinging
sufficiently general to be of use to many different applicationsiormal to the wall of the confining channel were inefficient for
Several other papers dealing with disk cavity flows are also réhternal cooling because of the influence of crossflow. The rotat-
evant to this discussion, e.g., Long et [@57], Guo and Rhode ing experiments described by Glezer et[d69] were conducted
[458], Chen et al[455], and Roy et al[459], but space does not using the same rotating rig as noted above in the discussion of the
permit further discussion. work reported by Bons and Kerrebropk67]. Additional rotating
measurements were performed using thermal sensitive (paiy
ducing an irreversible color mamn a blade that utilized this

me screw-shaped swirl cooling technique that was operated in
engine. Measurements for the same geometry were obtained
ing a hot cascade rig. The authors concluded that optimization

4.4.3 Rotating MeasurementsMeasurements of internal tur-
bine blade heating on rotating cooling passages have been o
ing for many years. Many of these studies have used squae
smooth ducts as the experimental vehicle. This configuration |

acceptable for basic studies of the fluid mechanics associated Wifye internal passage geometry relative to the tangential slots is

these flows. However, it may be difficult to build square ducts intg, 1ot o achieve the best results using the screw-shaped swirl
a turbine blade and the industry generally doesn’t run with smooltglr internal cooling

channels but rather builds turbulators into the airfoil in order to
trip the boundary layer and enhance heat transfer. Han pt&] 4.4.4 Predictive Capability for Internal Cooling.The litera-
provide a review of the available literature relevant to heat trantse relevant to predicting heat transfer in blade coolant passages
fer in ducts rotating perpendicular to the duct axis. It is noted iis not as extensive as that for measurement of the heat transfer for
the paper that the difference in heat transfer between rotating ahdse passages. A significant portion of the available information
nonrotating flow conditions is very significant. The rotating trailhas been done for cylindrical, square, or rectangular configura-
ing surface heat transfer coefficient increased up to 3.5 times tiens rotating about an axis that is normal the axis of the duct.
nonrotating value and the leading surface heat transfer coefficidmhong these references 71,472,473 and[440]. Although
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these studies did not consider the typical 180 deg bends cowith the experimental results reported by Park e{483]. Rigby
monly associated with a turbine blade internal cavity flow, thegt al.[212] present the results of a numerical simulation of three-
were quite successful in identifying the primary features of th@imensional flow and heat transfer in a rectangular duct with a
flow field. The findings of these authors were in general agre#80 deg bend. One of the intentions of this paper was to compare
ment in that they identified strong rotational flow effects. Thethe results obtained with single-block versus multi-block grids.
also noted that on the pressure side of the \itadiiling side the The calculated results were compared with the experimental data
turbulent mixing increases and the skin friction increases, resutf Arts et al.[484] and shown to be in reasonable agreement. For
ing in thinner boundary layers and increased heat transfer. On the same number of cells, the multi-block grid produced more
suction side of the wallleading sid& the heat transfer decreasegiccurate results than did a single-block grid. The same turbulence
near the inlet but increases further downstream. Prakash dn@deling was used here as was used in the RigtB0] work.
Zerkle[440] treated the case of a rotating square duct and consitRis internal flow calculation effort continues in Rigby et al.
ered both Coriolis and buoyancy effects. These authors found ti485]- This later paper describes the results of a numerical simu-
their predictions were quite sensitive to the inlet conditions, esp@tion designed to treat the case of flow in a straight channel with
cially to the presence of rotation in the incoming flow. It wagguare cross section, but with three smooth walls and the fourth
noted in Section 4.2 that getting the coolant flow into the bladg@nfigured to contain ribs and bleed holes. For completeness, the
cavity is not a trivial task and improperly doing so can have sef@uthors performed calculations with the fourth wall as noted
ous consequences. above or with holes only, with ribs only, or smooth. The calcula-

Kumar and Deannf474] describe a method for designing in-tions were performed in order to provide a prediction of the ex-
ternal coolant passages for a radial flow turbine, which is bas@ﬂ“me“ti' results O‘; Ekkad e}} @#86]' The predlcltlons ffeseﬁtﬁdh
upon empirical lumped parameter models. Procedures similar§@Pture the general trend of the experimental results. With the

that described in Kumar and Deanna are today more widely us%)éception of the imme_diate vicinity of the ribs, the predictions are
within the industry for doing internal designs than are thred? 900d agreement with the measured heat transfer. The authors

: - : : : - y i d the-w turbulence model proposed by Wilcox
dimensional Navier—Stokes solutions of the kind briefly noted i fce again use . prop y Vi
the remainder of this section. Later, Steinthorsson d4ab,476 481,483, and find that this model works well for them without

attempted to add computational rigor to the prediction schem&4UINNg reference to the distance to a solid surface.
They describe a CFD code that was developed for calculating the .
three-dimensional fluid flow within coolant passages of a radial Summary Remarks and Suggestions for Future Tur-
turbine blade similar to that discussed by Kumar and Deanna. TA&€ Aerodynamic and Heat Transfer Research and De-
calculation scheme solves the compressible Navier—Stokes equalopment Needs

tions for a turbulent rotating flow with the equations being formu- pjat reviews of current hot-section heat transfer measurements

lated in the rotating frame of reference instead of the inertigly hregictions have been presented. The pressure and velocity
frame. The numerical code is described in Steinthorsson et glijq in the immediate vicinity of the airfoil are essential for

[475]. The grid generation technique, including provision for Sets e gicting local heat flux. Thus, the capability of the current CFD

pentine passages with pin fins, that was developed in order dg4es for predicting both the time-averaged surface-pressure dis-
obtain meaningful results from running the code is described {fiputions on the vanes and blades has been described. It was
Steinthorsson et al476]. The specific problem treated in this,gsgible for some cases to compare the results of six different
paper is for the case of a coolant gas entering at the dovetail bg?gdictive codes run by five different groups to the same data set.
of the rotating blade. The coolant then passes through a tortugtse of these CFD codes also predicted the unsteady pressure
internal passage, which includes distributed pin fins, and exnséﬁvelope on the blade for comparison with the experimental re-
the blade trailing edge. The authors incorporated their formulatiqqyts. |n addition, time-averaged and unsteady surface pressure
of the Navier—Stokes equations into an existing NASA code apgedictions were compared with measurements for two different
performed calculations for a typical rotating blade configuratioNaneless counterrotating turbine stages. In this case, the individual
They note in their discussion of results that caution was in ordghgine company responsible for design and construction of the
because some of the trends predicted were counter to intuition f’%ﬂgqchine using their internal codes performed the predictions, and
in the absence of experimental results. They also note that igthird group performed the experiments using both machines.
provement of the calculation technique additional work is requirethe results of the comparison demonstrated regions of the stage
to reduce numerical diffusion without reducing robustness. where agreement between prediction and experiment was quite
Dawes[477] used information available in the open literature 1Qood and other locations where improvements are needed.
reconstruct the internal serpentine passages of an airfoil describeghe state of the art with respect to high-pressure turbine heat
in Snyder and Roelk§478]. Dawes[477] demonstrated applica- transfer was reviewed for both external and internal heat transfer.
tion of an unstructured mesh, solution adaptive, three-dimensionae scarcity of definitive information regarding the turbulence
Navier—Stokes solver to the geometry and flow conditions of iatensity and scale of turbulence of the flow exiting the combustor
radial inflow turbine blade. For the case selected by Dawes, peesents a difficult hurdle in predicting the heat transfer for the
experimental results were available. Therefore, he elected to cofigh-pressure uncooled vane. It is of less importance if the vane is
pare the results of his calculation technique with calculations riitm cooled and most likely less important for the blade because of
ported by Taylor et al.479] for a multi-ribbed cylindrical duct for the disturbances caused by the vane wakes and shock waves in-
which there were limited experimental results available. Howevagracting on the blade. Standard practice within the community is
the lumped parameter predictions of Kumar and Dea#¥al] to assume values for turbulence intensity and scale and to proceed
(noted in the previous paragraptvere available for the radial with predictions of heat transfer distribution for the vane and
inflow turbine airfoil configuration and Dawes demonstrates faslade. It is then argued that if the proper values were selected then
vorable comparison between his predictions and those of Kumate would obtain the presented result.
and Deanng474. Several examples comparing measurements with predictions of
Rigby[480] describes heat transfer predictions in a ribbed cooteat transfer distribution for both rotating rigs and cascades are
ant channel with a 180 deg bend. The full Reynolds-averagéiscussedboth with and without film cooling In general, the
Navier—Stokes equations are solved in obtaining these calcuterameters being varied in these studies were the Reynolds num-
tions. The calculation procedure utilizes the Wilckxw turbu-  ber, the airfoil incidence angle, and the airfoil exit Mach number.
lence model(Wilcox [481,483). The intent of the paper was to It is demonstrated that even for the simple case of an uncooled
concentrate on grid structure for internal cooling passages andairfoil in a cascade, there is still great room for improvement in
turbulence modeling. Rigby480] shows reasonable agreementhe CFD predictive capability. Prediction of surface pressure dis-
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tributions is much further advanced than the ability to predict thend that equally large advancements are within the grasp of the
corresponding heat transfer distributions. Film cooling was treatedmmunity. The following discussion is not intended to be ex-
in some depth because it is obviously a significant part of tHeustive of specific problem areas requiring further attention.
high-pressure turbine design system. There is an abundanceRather it is intended to be a brief description of several targets of
film cooling information for simple low-Mach-number flat-plateopportunity with potentially high dividends for relatively little in-
flows using isolated cooling holes of different configurationscestment for the interested parties. The specific research areas are
However, data for a film cooled stage with a fully cooled vane armbt given necessarily in order of importance since the individual
a fully cooled rotating blade are nonexistent. There are three dager of the technology is responsible for determining importance.
sets described in this paper for which isolated blades of the rotat+or the purposes of this discussion, the list is confined to the
ing disk were cooled, but the upstream vane was not. For thdsghbine and the combustor sections of the machine. Within the
specific cases, comparison of rotating blade results with the resienfines of this portion of the machine, some problem areas stand
obtained for the same airfoil run in a cascade facility gave poett from the others because of their first level importance to the
agreement. Limited attempts have been made to predict surfaggnediate needs of the community. It was noted early in the paper
heat transfer distributions for film cooled rotating blades. Basdfiat the tendency of the design community to push the turbine
on these, it appears that in order to obtain reasonable agreeniglét temperature closer and closer to fuel stoichiometric is not
with measurements, one will need to use a CFD code capablelisely to diminish with time. Accordingly, potential solutions to
calculating the unsteady blade flow in the presence of wakes dtgpt transfer problems and design methods to diminish harmful
shocks. Similarly, a review of existing results obtained for interngfffects of excessive heating while preserving performance are
cooling of rotating blades demonstrated the importance of inclufigh on the priority list. Also high on the list is improving our
ing both Coriolis and buoyancy effects in the experiments. Th&derstanding of the fluid flow in the low-pressure turbine stages
conclusion of these studies was that if one is interested in obtafld the potential weight savings and performance gains that may
ing design system experimental results for the blade, then the realized by this information. The following list of research and
blade must both be rotating and heated if one is to obtain tfevelopment needs is intended as a list of that the author feels are
proper internal heat transfer loading. The discussion of interrfl the highest priority and is not intended to be a shopping guide.
cooling also addresses the effectiveness of ribs and internal rough

h h : Ve h ter. Another i 5.1 Fully Cooled Turbine Stage. Because of increasing tur-
ness on the enhancement of convective heat transter. Another |ifke et temperatures, the ability to design efficient film cooling

portant factor influencing high-pressure turbine heat transfer forpemes is essential. However, the basic design information re-
which a discussion regarding the current state of the art is igyireq 1o perform such a design is not available. A significant
cluded is surface roughness. In this regard, it was possible

- ; . tribution to the gas turbine industry for the film cooling design
compare experimental results from three different groups de&grié'

to investigate the same turbine with the same rough blade, an

fourth group performed the analysis of the roughened blade. ;s From the experimental perspective, a very important link
A significant amount of research has been done with regarddg 1, rhine heat transfer prediction is missing from the data bank.
the low-pressure turbine with respect to transition, losses, redyg;g missing link is a data set for a full-stage rotating turbine
tion of solidity, and f|OW conf[rol. It is apparent that several o_f th_%btained using fully cooled engine hardware. Use of such hard-
research groups working this problem have been communicatig e would provide current cooling hole technology and passages
and results coming out of one group appear to supplement thggepoth the vane and the bladshroud band cooled also if that is
coming from the others quite nicely. It appears that it will by the particular engine operatehis data set should be com-
possible for the industry to take advantage of vane clocking apflseq of several components obtained for specific conditions of
airfoil design in order to reduce losses, parts count, and weigliierest. Included in this subset of measurements would B (
The impact on mechanical requirements because of the highgs vanes are cooled but the blades are no}, the blades are
blade loading appears to be a relatively straightforward proble&}med, but the vanes are not, ang) the vanes and blades are
to solve. ) _simultaneously cooled. In addition, the free-stream turbulence
The earlier discussion related to unsteady pressure loadingspbuld be varied over an acceptable range. The coolant blowing
the turbine demonstrated that the state of the art has advance?am), density ratio, momentum ratio, and coolant-to-wall tempera-
the point where the short-duration facility can be effectively usegre ratio should be varied over a range consistent with engine
to obtain forced response data relative to high cycle fatigue. Thgrameters. The adiabatic wall temperature is an important param-
results of an experimental/numerical program, which producedeger in this study and must be measured. In order to measure that
data set consisting of unsteady aerodynamics and structural ggantity; it will be necessary to be able to change the wall tem-
sponse for a fuII-Stage rotating Garrett TFE 731-2 turbine, a rature, which will require heating the Wa(hﬁlhlch was previ_
described which demonstrate the feasibility of the technique. T @sly demonstrated for a rotating blade in Bergholz ef£89)).
rotating blade of the turbine was instrumented with flush-mounteglany quantities must be measured and be included in the data-
miniature pressure transducers, strain gages, and piezoelegidi§e. Among these area) internal cavity temperatures and pres-
crystals. The turbine stage measurements were obtained with §iges, b) cooling gas flow rates,c) vane and blade surface
turbine being operated at design corrected conditions. Both aetémperature, ) vane and blade heat fluxg) vane and blade
dynamic and piezoelectric excitation techniques were used darface pressure, and ) flowpath pressure and temperature.
study the blade vibratory response with and without aerodynamicModeling of film cooling can be divided conveniently into mi-
loading. In this way, it was possible to measure the total dampigo and macro models. A significant amount of information has
and to obtain estimates of the contributions from structural arghpeared in the literature describing micro models. The micro
aerodynamic sources. The results of this measurement/analysisdel represents those cases for which millions upon millions of
program provide the coupled measurement of unsteady pressgiiel points are utilized to grid the inside of one or two isolated
and vibratory response of a high-pressure turbine blade duehigles and maybe a little of the internal and external airfoil surface.
vane/blade interaction that can be used to validate predictive CBY contrast, the macro model represents a more encompassing
codes. description of the film hole-surface interaction, but with signifi-
The state of the art regarding experimental and computatiorgzintly less detail regarding individual holes since the entire exter-
capabilities relative to heat transfer in gas turbine engines haal surface of the component must be included in the model de-
made significant progress over the past thirty years. It is also cleaription. Clearly, the micro model is too demanding of time and
that the experimental and computational capabilities available memputer resources to be useful for describing film cooling for a
day are significantly greater than they were even a few years agection of engine hardware, but rather is useful when used in

tem can be made if the experimentalist, code developers, and
Bdelers can join forces to develop the necessary validated design
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conjunction with more fundamental laboratory studies. A generdtansfer to the blade tip was presented. It was demonstrated that
ized macro model that could be used to describe the interactitre heat-flux values at local sites in the blade tip region could be
between the coolant flow and the external flow needs to be devigl-excess of the blade midspan stagnation value. One of the large
oped. Neither the macro model nor the missing experimental iexpenses within the gas turbine industry is the necessity to replace
formation may be as difficult to develop as some might thinkar re-work HPT blades because of thermal distress in the tip re-
Abhari [2] has outlined the structure of a potential macro modgjion. The blade tip burn spdspots can sometimes be reworked
that could be for this purpose. In his work, the vane row was nend the blade returned to service, but in other cases structural
cooled and only selected blades were cooled with fewer holes thetacks develop and the blade must be replaced. The industry has a
an actual blade would have. However, he has demonstrated thegat deal of field information for various blade-tip configurations,
the heat transfer model can be incorporated into an unsteady flbut this information comes as the result of engine tear down, and
field code(UNSFLO 2-D and that heat transfer predictions in thds of a nature that indicates either distress or unacceptable struc-
presence of film cooling can be obtained. As part of this work, tigre. Laboratory measurements for rotating turbines operating at
results of his predictions are compared with experimental resufgglistic conditions of the type needed to supplement predictive
and good agreement is demonstrated. The modelers and theteghniques for blade distress are very limited. The available data
perimentalist have demonstrated in the past that they can fin@d predictions of this type were described in Section 4.1.5 for flat
way to work together effectively. Assuming that this cooperatioind recessed blade tips. It is easy to arrive at the conclusion that
can be repeated, then the detailed data coming from the fupjuch is left to be desired if one wishes to understand heat transfer
three-dimensional experiment using actual engine hardware d&the blade tip region better. Similar to the case of film cooling,
scribed in the preceding paragraph would provide the missifiys is another area for which the state-of-the-art experimental and
links in the development of this interaction model. Several grougg@mputational capability has advanced significantly. Assembling a
have operational three-dimensional unsteady codes that are rg@mbined experimental and computational research effort with
tinely used to predict the unsteady pressure field on the blad®th groups working very closely together has potentially high
Section 2.2 demonstrated the capability of some of these code$@y ©ff for the gas turbine industry. The design of this effort needs
predict the three-dimensional pressure field on a rotating blad@, incorporate a machine capable of operating over a range of
Modifying these codes so that they do an adequate job of incd@ne exit Mach number conditions, tip configurations, tip/shroud
porating the cooling flow model and the heat transfer calculatiéig¢@rance values, and vane/blade spacing. In addition, measure-

is far from a simple task, but with insight and dedication it is &€nts and predictions need to be obtained for situations having
feasible task. and not having hot streaks both with and without cooling gas.

5.2 Combustor Hot Streaks and Vane Clocking. Combus- - 5 4 1ihylence Intensity and Scale Measurements for Op-

tors are known to produce hot streaks that may impinge on tiging Gas Turbine Combustor. Gas turbine engine combus-
_HPT vanes; a discussion related to this topic was presented eaﬁ are known to have associated with them varying degrees of
in Section 4.1.6. Many researchers have demonstrated poterfighjence intensity and scale. In Section 3.2, it was noted that the
advantages for clocking downstream vane rows refative 10 Upranitude and scale of the turbulence entering the HPT vane isn't
stream vane rows for both the high-pressure turbine and the l0Mye||-known quantity. However, several groups of researchers are
pressure turbine. There is certainly good reason for the des%ﬂling to state that the turbulence intensity “must be a high
community to be interested in further investigation of these cogy),e” (where high is often quoted to mean 10 to 18 percent
cepts. However, as demonstrated earlier in the paper, little i§ther, these same folks are willing to approximate the scale of
known about the hot streak migration through the machine. fie turbulence as on the order of 0.1, 1.0, or 10 times a charac-
demonstration of the existence of hot streaks can be seen iReAstic dimension of the HPT vane. The fact that little is known
photograph of a Rolls Royce RB211 HPT vane row presented 4oyt combustor turbulence intensity and scale is not because re-
Chambers[487] and in Campbel[488]. There are many CFD searchers over the years haven't tried to measure these quantities.
calculations of hot streak migration, but very limited data witlRather, it is because the environment in which the measurements
which to verify the calculation techniques. Tracking the hoire to be made is extremely hostile. It is very doubtful that within
streaks through the blade row is not a simple task, but it is pogre near term anyone will produce more specific information
sible to track them with existing technology. Heat-flux gages lggshout combustor turbulence than was noted in Section 3. How-
cated at strategic locations on the blade can be used to meagiyig, the results reported by Goebel et[80] are a reasonable
the potential impact of the hot streak on the surface heat transiggrt for a measurement program utilizing an operating combustor
However, a high-frequency response device to measure tempejid perhaps the effort could be extended to an annular configura-
ture will be required to track the hot streak in the flow pathjon. In the absence of further combustor measurement programs,
Tracking these hot streaks in the flow path will also require @ would be instructive to create a turbulence of documented in-
traverse mechanism to move the temperature sensing deviggsity and scale and then to subject a rotating turbine stage to the
through the blade and/or vane wakes, which is also possiblgbulent flow. Measurements on the vane and blade surfaces
within the current state-of-the-art technology. Sieverding et akould include, but not be limited to, heat-flux and surface-
[489] provide an excellent review of high-frequency measuremeptessure distributions. The obvious next step would be to remove
techniques and describe a device that has the required frequettey turbulence generator, determine the free-stream turbulence
response for this purpose. (and associated scali the absence of the turbulence generator,

It is within the experimental state of the art to design and pesnd then repeat the heat-flux measurements for the same turbine
form a measurement program directed at providing a database iafdware. It would be important to perform the measurements for
validating the hot streak migration CFD codes noted in the prewoth an uncooled and a fully cooled turbine stdgee Section
ous paragraph. In this regard, it is important to duplicate reprg:1).
sentative temperature profiles with respect to their circumferential
and radial distribution consistent with the engine. Upstream vane
clocking relative to the hot streak and downstream vane clockilg%
relative to the upstream vane are important parameters in t
study.

5.5 Blade Vibratory Response for Turbine. The modern

bine designs have associated with them large stage pressure
ios and reduced vane and blade count in an effort to extract
more work from the flow and to reduce the weight of the machine.
There have been some instances for these modern designs for

5.3 Blade Tip Heat Transfer. Burnout of high-pressure tur- which high-cycle-fatigugHCF) has become a source of concern.

bine blade tips is currently one of the more expensive problerife ability of the turbine designer to predict HCF may not be as
facing the industry. In Section 4.1.5, a brief discussion of hegbod as the ability to predict surface-pressure distributions and
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surface heat transfer distributions. It is generally agreed within thently used to predict internal heat transfer and to provide anchor
industry that the uncertainty associated with predicting vibratopoints for more advanced calculations. To be useful to the com-
response and blade damping is relatively large and data witkunity, it is necessary that engine hardware blades and disk be
which to compare the predictive codes are in scarce supply. Housed as the experimental vehicle. Instrumentation capable of mea-
ever, the state of the art in experimental techniques has progresseing temperature, pressure, and heat transfer at selected loca-
to the point where useful information regarding HCF can now Wb#ons internal to the blade and disk would be installed. As optical
obtained at an affordable price with sufficient accuracy to interedtagnostics improve and the associated frequency response in-
the design community. creases, they would become a very useful addition to the instru-

The work of Kielb et al.[37,65 was performed using a ma- mentation suite. Heaters would be installed in the blade skin so
chine that is more than forty years old that was designed to opé#tat the proper buoyancy can be duplicated and the disk would be
ate at a very modest pressure ratio with the vane at subsonic égiated at the design engine speed to duplicate the rotational pa-
Mach number. Similar data sets for more modern turbine stag@neter. Performance of this measurement program is within the
operating at transonic exit conditions and more aggressive prégpability of the current state of the art.
sure ratios are not available for comparison purposes.

Short-duration facilities have demonstrated sufficient test tine Selected References
to produce the modal response for many of the important excita-rpe reference section of this paper contains numerous citations
tions of interest. There is now the opportunity for the industry tpyeyant to the development of turbine aerodynamics and heat
extend the techniques developed in this earlier work to a signiflnsfer, but this collection is likely more than the person with
cantly more modern turbine stage operating at much more aggrggsya| interest desires. Thus, this section lists approximately fifty
sive stage pressure ratios. Several turbine stages of current intefeRlrenceggrouped by topitwhich provide a reasonable starting
to the industry could be used in conjunction with the experimentghint for interested readers. The references have been selected to
technique noted above to provide valuable design informatiofyoyide an overall historical view of the specific area. The list
Among these are the vaneless counterrotating machme:s desc_rl @Qins with papers that generally do not include comparisons be-
in Reference$34] and[36] that both operate at transonic condiyyeen prediction and measurement. The middle portion includes
tions. However, with little effort one could envision many othepapers showing comparison between prediction with measurement
turbine configurations for which affordable experimental informasng concludes with a recent paper or two that represent the current
tion could be generated that would prove useful to the industryjeve| of technology in the field. An attempt has been made in

56 Low-Pressure Turbine Measurements. All of the low- cOompiling the list to cite the different organizations involved in

pressure turbine measurement programs described herein higeresearch activities discussed in the paper.
been performed in the absence of an upstream high-pressure tugs
bine. Thus, the disturbances generated by the HPT have been ] ) )
assumed to either be relatively small or have been simulated byRai, M. M., 1987, “Unsteady Three-Dimensional Navier—
bars, grids, or some other mechanism. Further, the addition kes Simulations of Turbine Rotor—Stator Interaction,” AIAA
dimples and/or vortex generator jets to the low-pressure turbif@pPer No. 87-2058. .

blades in order to achieve passive or active control of boundary-Giles, M. B., 1988, “Calculation of Unsteady Wake Rotor In-
layer separation still is in need of verification in a rotating ri%eractlon,” AIAA J. of Propulsion and Powed, No. 4, pp. 356—
environment. In a long run time rig, it is a difficult task to operat 62. )

a HPT in conjunction with the LPT. The major advantage to a Whitfield, D. L., Janus, J. M., and Simpson, L. B., 1988, “Im-
long run time is the availability of measurement techniques thBficit Finite Volume High Resolution Wave-Split Scheme for
have increased accuracy at the expense of significant integratRffVing _the Unsteady Three-Dimensional Egler” and Navier—
time. However, short duration facilities can complement the morikes Equations on Stationary or Dynamic Grids,” MSSU-EIRS-
expensive long duration facilities. As described, measurem E-88-2. . . .

programs have been performed using short duration facilities foy>harma, O. P., Pickett, G. F., and Ni, R. H., 1990, “Assessment
which the high-pressure turbir(@ith a significant stage pressure®! Unsteady Flows in Turbines,” ASME J. Turbomactil4, pp.
ratio) was followed by a second stage. These measurement pfo—

grams demonstrated that there was sufficient second-stage e fao, K. V., Delaney, R. A., and Dunn, M. G., 1994, "Var!e‘,,
%de Interaction in a Transonic Turbine, Part —Aerodynamics,

pressure to install additional stages. Further, the capability exisg" )
: - B A J. Propulsion and Powed 0, No. 3, pp. 305—-311.
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Mainstream Aerodynamic Effects
Due to Wheelspace Coolant
christopher MoLean” ¥ Injection in a High-Pressure
cengizCamei § Turhine Stage: Part |—

Professor of Aerospace Engineering.

— === | Aerodynamic Measurements

Turbomachinery Heat Transfer Laboratory,

The Pennsylvania State University i h St t' F
O sy Par,PA 16000 In the Sta ionary rrame

. 2 The relative aerodynamic and performance effects associated with-d@Y gap cool-
Boris Glezer ant injections were investigated in the Axial Flow Turbine Research Facility (AFTRF) of
Optimized Turbine Solutions, the Pennsylvania State University. This study quantifies the effects of the coolant injection
4140 Calle Isabelino, on the aerodynamic performance of the turbine for radial cooling, impingement cooling in
San Diego, CA 92130 the wheelspace cavity and root injection. Overall, it was found that even a small quantity
e-mail: bglezer@san.rr.com (1 percent) of cooling air can have significant effects on the performance character and

exit conditions of the high pressure stage. Parameters such as the total-to-total efficiency,
total pressure loss coefficient, and three-dimensional velocity field show local changes in
excess of 5, 2, and 15 percent, respectively. It is clear that the cooling air disturbs the inlet
end-wall boundary layer to the rotor and modifies secondary flow development, thereby
resulting in large changes in turbine exit conditionfDOI: 10.1115/1.1401026

Introduction A major concern in modern gas turbine engines is the cooling

: ; . . f turbine wheelspace. The complexity of a modern high-pressure
Gas turbine systems are rapidly becoming one of the prim g tu ; ; M
sources for electrical power generation throughout the world. TaHYrbme wheelspace is depicted in Fig41. Many present day gas

e . . . .
United States Department of Energy estimates that over the ng';(rtb'ne engines operate with mainstream gas temperatures exceed-
20 years, as much as half of the new power generating capa

1450°C in the high-pressure turbine stage. Turbine designers
added in the United States will be from gas turbine systgbhs

need to give special attention to the cooling of turbine wheel-
Improvements to gas turbine technology can take many for

aces. Turbine wheelspaces contain rotor bearings and are con-
including lower specific fuel consumption/improved efﬁciencyS rqitedtgrorrq_I%Wtermten;p;er;ature m?:arlﬁ ttr;]an rtrl]”br']n?r blf;]dets' ﬁl-
better specific power, increased durability and service life, arﬂ‘&w' g the high-tempeérature gas 1iro € manstream 1o be

lower acoustic noise, smoke, and gaseous emis$@in# direct ingested would significantly reduce turbine life. In a gas turbine
yagine, the spinning rotor disk induces periodic outward flow on

result of the desire to increase gas turbine efficiency and specﬁa tor side of the wheel that | " ted by flow |
power output is an increase in the required turbine entry tempe e rotor sige of the wheeispace that IS counteracted by Tlow in-
stion on the stationary side of the wheelsg&c6]. This circu-

ture (TET) and overall pressure ratio. Modern engines operage. lead he i . fh . d
well below theoretical limits. The stoichiometric combustion limitaion léads to the ingestion of hot mainstream gases, and acts to

for turbine inlet temperature is approximately 2000°C, while modaise the internal temperature of the wheelspace materials signifi-

ern metallurgy only allows surface temperatures of approximatef@ntly: To counter this effect, cooling air is pumped into the
1000°C[3]. Aggressive air-cooling of turbine blades, platform yvheelspace cavity. This continuous supply of cool air keeps inter-
| components within thermal limits. However, the pumping of

and wheelspaces allows turbine inlet temperatures of 14509¢ _ - . ;
However, cooling penalties can easily offset the benefits of tf{a® Wheelspace coolant and its eventual mixing with the main-
increasing TET. Energy is required to compress and pump th&&am boundary layer flow causing performance degradation.
cooling air to the turbine blades and wheelspace, and cooling aifluch literature exists on the aerodynamics of rotating disks
bled from the compressor bypasses the combustion chamber?8§ the heat transfer effects of cooling within the wheelspace
the full work potential is never realized. Overall turbine cycl&aVvity. Theodore von Karmafv] first reported the theoretical
efficiency is lowered in the process. In addition, when mixin&ow field for an infinite rotating dlsl_< in an infinite medium. Egrly_
cooling air with the mainstream gas, significant turbulence is geWOrks on wheelspace aerodynamics and wheelspace cooling in-
erated and the end-wall rotor boundary layers are disturbed affeégide Cobb and Saund€@|, Maroti[9], Daily and Necd 10] and

ing the secondary flow. Enthalpy and stagnation pressures are [&Qfman [11]. Cobb and Saunders obtained data on rotor-

lowering the turbine stage efficiency. An effective turbine desigiveraged heat transfer coefficients, while Maroti demonstrated
must account for all of these factors. that the outflow from a rotating disk is periodic in nature. Daily

and Nece studied the effects of cavity spacing on disk torque.
Ipresent address: Division Manager, Techkor Instrumentation, A Division ofACiVIetder et al'[lz,] pre_sented experlmental dgta for |mp|ngement'
Inc., Harrisburg, PA. fow onto a rotating disk. Later works by Popiel and Boguslawski
Former Head of “Turbine Cooling Design and Analysis” at Solar Turbines, Inc[13], and Qureshj14] obtained radial section-averaged rotor heat
San Diego, CA. _ _ _ transfer information. Pincombjel5] performed detailed flow vi-
Contributed by the International Gas Turbine Institute and presented at the 4§‘Ualization studies with rotational and stationary disk combina-
International Gas Turbine and Aeroengine Congress and Exhibition, New Orleaﬂs, . . .
Louisiana, June 4—7, 2001. Manuscript received by the International Gas Turbfi@NS t0 study the h|gh|¥ three-dimensional Secondary flow present
Institute February 2001. Paper No. 2001-GT-119. Review Chair: R. Natole. in the wheelspace cavity. More recent studies such as those per-
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Experimental Test Facility

The Axial Flow Turbine Research FacilifAFTRF) is a con-
tinuous flow open loop facility 0.916 m in diameter with an ad-
vanced axial turbine blading configurati¢hig. 2). The research
facility is located at the Pennsylvania State University’s Center for
Gas Turbines and Power. The facility consists of a bellmouth inlet,
a single high-pressure turbine stage with a nozzle guide vane as-
sembly and rotor, and outlet guide vanes. The facility was used for
the current research program with significant modifications to al-
low for wheelspace cooling. Table 1 lists the critical design and
operating data for the AFTRF.

The AFTRF is powered by four stages of adjustable pitch axial
flow fans. A detailed description of the AFTRF can be found in
Lakshminarayana et aJ16]. An aerodynamically designed exit
throttle is used to adjust the pressure rise across the stage. The

VETRT UG
LAy

H0

Fig. 1 Wheelspace coolant flow in a high-pressure turbine z
stage showing the complexity of the internal wheelspace and 8
the mixing of the coolant flow with the mainstream flow, [4]. é‘
g
R

W40 inches of

&

formed by Bunker[5,6] describe the detailed two-dimensional
heat transfer patterns within turbine wheelspaces.

Published research neglects to study the secondary aero
namic effects of wheelspace coolant mixing with the mainstrea
flow and its effects on platform heat transfer. Due to the fact th
wheelspace coolant is injected upstream of the rotor blade thro
it will incur lower losses than film cooling injected after the
throat. The wheelspace coolant has potential for endwall coolil.y
given the proper geometry. The question remains as to the aer
dynamic penalties of wheelspace coolant injected into the mal
stream and its influence on turbine stage performance.

Endwall cooling studies can lend some understanding to the
effect of wheelspace coolant injection. Both affect the rotor inlet

AXTAL FLOW TURBINE RESEARCK FACILITY
The Pennsylvanic State University
Turbomachingry Laboratory

Eddy
Current
Brake

%'. 2 Axial flow Turbine Research Facility of the Pennsylva-
3 state University

Table 1 AFTREF critical data

boundary layer, pressure field, and the consequent vortex devf—

opment. In film cooling, higher blowing ratios lead to higher

AFIRE

' Parameter

. Parameter

losses due to increased shear and increased rotationality of ) )

flow. Highly three-dimensional flow along the end wall interacts| PYe" 60.6 kW | Tip Radius 0.4582m
with the cooling flows. Passage vortices, boundary layers, sho Design RPM 1322 Tip Clearance 0.762 mm
waves, and horseshoe vortices all play a significant role. )

Turbine designers require three important pieces of informatic| Midspan Blade | 54.89 Hub to Tip Ratio 0.7269
in the design of cooled high-pressure turbines when active whe:| Speed (Un) mis '
space cooling is required. Design Mass 11.05 Rotor Chord 0.1287 m

1 The cooling air should be injected in such a manner that tH_F'ow kg/s Length
wheelspace is cooled below critical material temperatures. Muif Total-to-Total 0.893 Rotor Spacing 0.1028 m
information exists in the form of empirical relationships. Efficiency _

2 The cooling air cannot cause excessive performance losses g%zcziz‘c 0.994 $ﬁitc°k’n':a:'m“m 22.0 mm
the losses due to the cooling are too high, they will negate ar Y SS —
gains from increasing the turbine entry temperature. Overcooli} Rotor Efficiency | 0.882 22;‘;; Turning ?geftamub
causes windage losses due to rotational drag within the whe 3 -

X . . ressure Ratio Nozzle to Rotor
space and causes aerodynamic losses when mixed with the m{ (p_p ) 1078 Spacing 20%
stream flow. Th_e use of seal_s and jet _preSW|rI greatly reduces_ M Temperature Number of Nozzle
amount of cooling flow required and its associated losses. Litt] Ratio (Tos/Tos) 0.981 Vanes 23
information exists on the mixing of the wheelspace cooling ai 56.04 Nozzle Tumning
with the mainstream flow and its associated losses. Pressure Drop | 1y Hg | Angle 70°

3 The wheelspace cooling injected into the mainstream affed inlet Re for 34 x 10° | Nozzle Chord 0.1768
the rotor endwall heat transfer. Some information exists on plg Nozzle 4 X Length : m
form cooling related to wheelspace cooling gap injection. Inlet Re for 3.5 x 10° | Nozzle Spacin 0.1308 m

However, most of the research on platform cooling is focuse] Rotor pacing )
on film cooling. Research has neglected the effects of the whe| Number of Rotor | .4 Nozzle Maximum | 40 o 0
space cooling flow’s interaction with the mainstream and the ¢f Blades Thickness '
fects of modifying/disturbing the rotor end-wall boundary layer yup, Radius 0.3331m
This area is the subject of continued research.
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Fig. 4 Velocity triangles for the rotor at the hub (r
=0.3353m), midspan (r=0.3998 m), and tip (r=0.4583 m)
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Fig. 3 Cooling flow injection chambers for radial cooling, im- locity was deflne_d ad¥)c=mc/npA, the mean d'S_Charge Mach

pingement cooling, and root injection number was defined as ¥ /\[yRT;, the blowing rate was
defined aspcUc/ppUp and the velocity ratio was defined as
Uc/Up.

four fans in series produce a pressure drop for the turbine tes(‘El'hePscaIing of the various cooling flow parameters were estab-

section of 74.7 mm Hg with a volumetric flow of 10.449(11.4 |ished by considering the operational conditions of modern tur-

kg/s). A water-cooled eddy current brake dissipates the powgfnes. Blowing rates available in the AFTRF agree well with those

generated by the turbine rotor. The speed of the rotor is fully the literature.

adjustable from 175 to 1695 rpm and is stable to withih rpm.

The operating point reference of 1322 rpm is at an ambient teqteasurements

perature and pressure of 25°C and 98.5 kPa, respectively. Operat- . . . .
ing the facility at corrected rotor speed minimizes effects of dail EE|>_<|I flow surveys were tal_<enh|n the .AFTRFfW'th anot|1 W'ftlhOUt
variations in inlet temperature conditions. The velocity triangleéOOIng injection (1 pe_rcen) In the stationary frame. T'e ow
for the rotor at the hub, midspan and tip are shown in Fig. 4. 11e/d was measured using both five-hole and modified Kiel probes.
A major modification to the original AFTRF design was mad he modified Kiel probe contained a miniature thermocouple in
to accommodate the injection of cooling air to the turbine wheel® Stagnation tube. The probes were installed 1.5 axial chords
space. Three independent sets of 23 cooling holes and plen nstream of the rotor. Probes were traversed in the radial and
were added evenly spaced around the circumference. All coolifiticumferential directions(stationary r—0  traversg. Conse-
holes had a diameter of 6 mm. qdently, all rotor-induced variations in the circumferential direc-
Each set of 23 cooling holes is fed with a separate plenum aHQ_rr‘ were averaged out. . .
could be individually operated. All cooling holes are located '€ cooled ﬂ”d noncooled data yverhe taken in an |n|2erlaced
around the circumference at the 23 nozzle trailing edge locatio ?g_”er- At eac me?js%remint pglnt_l?]t N travlt_erseﬂgrld, the profbe
Set | (radial cooling injects cooling air radially along the nozzle€adings were recorded with and without cooling flow. A set o
wheelspace disk, Set (Impingement coolinginjects cooling air high-speed solenoids controlled the coolant flow. This method en-
normal to the rotor disk, and Set liloot injection injects cooling Suréd that the cooled and noncooled cases experienced the same
air at the nozzle guide vane root along the exit angle inclined 482instream flow conditions. Small variations in mainstream flow
deg to the hub surface and aligned with the exit flow angle. T ould otherwise be misreported as changes due to the cooling
W.

eometry of the three cooling hole sets is shown in Fig. 3. T i
9 y g 9 The pressures and temperatures sensed by the five-hole and

cooling flow parameters are summarized in Table 2 where tli1<e . .
iel probes were sampled via a personal computer with an analog

mass flow ratio was defined a@s-/mp, the mean discharge ve- L
Bc/Me g to digital converter card. Cooled and noncooled data
(Pos,1,Pos.2:Pos,3: Pos 4, Pos 5 for the five-hole probe anBgs, Tos

Table 2 Coolant flow parameters for stationary frame mea- for the Kiel probg were sampled at 100 Hz for 15 seconds at each
surements measurement point. The resulting data were time averaged at each
Mean T miiing measurement point and proper calibration equations were applied.

Mass Mean Discharge | p.go Velacity The measured data at this sampling rate and duration were statis-
l’;:;g D\‘fe‘l‘g:i';ge N‘::“g; . ' Ratio. tically stable. The result were data sets for cooled and noncooled
i : e cases containingg, Pg, Ps, U, v, w, U, a, andb at the rotor exit
ety | Up = i [npd | M =U. [T, aUcl ot Ue/Us | in(r,6) plane.
1.00% 158 m/s 0.46 1.56 3.95 Loading Coefficient. The loading coefficient gives insight
1.25% 198 m/s 0.58 1.96 4.95 into the total pressure drop across the turbine stage. The loading
1.50% 237 mis 0.70 2.35 5.93 coefficient is defined as

Journal of Turbomachinery OCTOBER 2001, Vol. 123 / 689

Downloaded 01 Jun 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Percentage change in total pressure coefficient due to Table 4 Percentage change in static pressure coefficient due
1 percent cooling flow (passage-averaged ) to 1 percent cooling flow (passage-averaged )

Impingement . Root ' P_p Impingement Root:
Cooling injection Yoot Cooling Injection:

Percentage | Percentage L 1;2 pU: Percentage Percentage

. .Change Change Change . Change Change -
Minimum -1.50 -0.73 -2.57 Minimum -0.18 0.00 -0.65
Maximum 1.70 0.86 1.46 Maximum 0.31 0.30 0.29
Average -0.013 -0.067 -0.307 Average 0.067 0.079 -0.126

Pos—Pos Although the local perturbations were quite high, when passage

V= (1) average data were evaluated the changes were found to be signifi-

1/2pU5, . L= . >
cantly smaller. Radial and impingement cooling showed little

and the static pressure loss coefficient is defined as overall effect on the pressure coefficient. The main result of radial

and impingement cooling was a redistribution of pressure coeffi-

o= Pa=Ps ) cient data. Root injection was able to affect the overall pressure
s 1/2pUmz coefficient as well as cause a redistribution of pressure coefficient

whereP, and P, are the wall static pressure and midstream totzgfita' The amount of change was almost five times that of im-

pressure at location 4, respectively. Earlier measurements frgmgemednt cooling andh30 times tha} of radial |C°°|'fng' Pda}sisagel
Lakshminarayana et dl17] showed these values to be represenqver.age. percentagerc angeds In total pressure loss for radial cool-
tative of the inlet mass averaged values. The total and static pr@sgd [rg)pgz%ement C(t)o N9, art1_ rlootslnjectlon a;éi.OlS,—0.0G?,t di
sure loss coefficients shown in Figs. 6 and 7 are simultaneoujigble 3 percent, respectively. summary data are presented in
measured with a five-hole probe. The data with “no cooling” ar The decreases found in the pressure loss data are similar to that
displayed with the viewer looking upstream into the stage at lo- d by Friedrichg 18] i P dwall i tudv. He stat
cation 5. Viewing direction is normal to the plane of data. The Io{ und by Friedric N an enawal cooling study. He states

coefficients show significant radial and circumferential variation at by neglecting the losses in the cooling lines, the change in

Strong remnants of the nozzle wake and nozzle passage vortigggra!l loss is sr_naII for endwall cooling and can be positive or
are visible in the data shown in Figs. 6 and 7. Near the tip €Qative depending on the coolant supply pressure. Friedrichs fur-

0.4 e loss cosficent s cbservd 10 be ower,showing 14T 041 et secon of coolnt apead of e o ines coule
underturning due to leakage flow. Near the midspan @.38), a

. SOIE TR losses.
small region of overturning is visible. ; - .
The effect of the cooling injection can be seen qualitatively in Static pressure coefficients showed little effect from the cool-

the pressure coefficient data. The 1 percent cooling flow is able'pc?'rZ;Z“T‘acgoeoI?r\]/er?%e?npg:ﬁgmaggoﬁﬂan%iz |rr10§ttaitr|1c_e|c():rt<ieosr?u;:aeloss
cause significant local perturbations. Root injection shows t 2 9, Imping 9, )

largest magnitude changes followed by radial cooling, and i 067, ?'87.9'.?13'0'4126 percent, respectively. Summary data are

pingement cooling. In all cases the strongest effects are belGiSENted In fable <.

midspan, but dwindling effects exist out to the tip regions. The Velocity Components and Exit Angles. The change in the

magnitude changes in the total pressure coefficient were mangividual velocity components due to wheelspace coolant injec-

significant that the static pressure coefficient. tion can be observed best by examining the passage-averaged ve-
All three cooling methods caused significant local changes aftity components. Circumferentially averaged velocity compo-

a general redistribution of the pressure coefficient data over thents in radial, tangential, and axial directions are obtained from a

entire passage in both radial and tangential directions. Maximum

effects ranged from 1.70, 0.86, and 2.57 percent for radial cooling,

impingement cooling, and root injection, respectively.
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Fig. 6 Static pressure loss coefficient, 1.5 axial chords down-
Fig. 5 Five-hole probe location in the stationary frame stream of the rotor exit looking upstream from location 5
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i r Velocity normalized by Um
0.36 p~
N o ‘A Fig. 9 Change in normalized, passage averaged, velocity com-
5 ponents (u,v,w) due to 1 percent impingement cooling. Sta-
0.34 p~ z tionary frame, 1.5 chords downstream.
- L ) I !
.0 o -0.05
Circumferiential Position (meters) L . .
effect due to the coolant injection. In all three cases this velocity

remains small and unperturbed. The effects of coolant inject are
best observed in the axial) and tangentialw) components. The
root injection shows the largest changes.

Fig. 7 Total pressure loss coefficient, 1.5 axial chords down-
stream of the rotor exit looking upstream from location 5

Table 5 Percentage change in total-to-total efficiency due to The baseline velocity distribution shows significant areas of
cooling flow (mass-averaged ) overturning and underturning. Overturning and underturning refer
Wiass Fiow | Ragal | Tmpngement [ Reet to the deviation of the flow exit angle from invicid design. In a
Ratio Coolin . Coaling Injection
1.00% +0.187 -0.777 +1.524
1.25% -0.359 -0.248 +2.062 B Root Injection
1.50% +0.242 -0.149 +3.129 ror o Fa
ool a
L . oF A
Table 6 Uncertainty in fundamental quantities o8 C!ﬁ. A k
Parameter Precision Bias orr E[:‘. \ —— u, non-cooled >
Error (S,) Error (B,) 08 Ciny \ Ay, non-cooled ;
u,v, w 0.4% 1.9% os S : a -“;j w, n::n-coctled
Um 0.08% 0.4 om u 1%cooling o 3y
Po, Ps 0.015% 0.2% 04 o T v, 1% cooling
To 01K 025K osl ﬁ!jﬂ 2 79 w 1% ocooling 5
0 0.16% 2.0% L] o
L ey ™ o
02 ‘;ﬁ ; F—
0.1 L Q
. . Il A .\Q
ror o . Radial Cooling ol . R ‘ e
ool 3 2 05 -03 -0.1 0.1 03 05 07
’ 2 f ; Velocity normalized by Um
08} o o
L = ) ] Curve shifted . . . .
o7 %racdui:{;:m:gf o U non-cooteg & "A1alY outward Fig. 10 Change in normalized, passage averaged, velocity
06 : i & v, non-caoled % T components (u,v,w) due to 1 percent root injection. Stationary
L ) 3 - w non-cooled frame, 1.5 chords downstream.
05| i A o ’
t.:‘ u, 1% cooling b
04 = ,‘g == v, 1% cooling ; Radial Cooling
osk ;'»j A =L w, 1% cooling ,L}f 1.0 C /\7\
P A ks 4 09 A
o2 & f =4 =1
B § - -
o1 i 4 R £ . )
rﬁ A Qd curve shifted radially outward
0.0 hatt ) ) A \ . A 07 AN
. - A
05 03 01 0.1 03 05 07 06 z\\
Velocity normalized by Um r I an
05 Al
Fig. 8 Change in normalized, passage averaged, velocity com- 04t A Underturning
ponents (u,v,w) due to 1 percent radial cooling. Stationary i A/_{..“-“
frame, 1.5 chords downstream. 037 overuming & & —= aipha, non-cooled
02rF /,/‘(f A beta, non-cooled
/{/1 --<>-- alpha, 1% cooling
o1r n —7¥— beta, 1% cooling
.
subminiature_ _five hole probe mounted 15 chord downstream _00'950 .40 .30 20 10 0 10
the rotor trailing edge plane, as shown in Fig. 5. Aerodynamic Angle (degrees)

measurement details of this probe can be found in Wieftt@r
The velocity data normalized by, and exit angles are displayedFig. 11 Change in pitch () and yaw (B) angles due to 1 per-
in Figs. 8—13. The radial velocity component)(shows little cent radial cooling. Stationary frame 1.5 chords downstream.
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Fig. 12 Change in pitch (@) and yaw (p) angles due to 1 per-  Fig. 14 Change in total-to-total efficiency () due to 1 percent
cent impingement cooling. Stationary frame, 1.5 chords down- radial cooling
stream.

real viscous fluid, the turbine passage has significant secondeopling. The thicker boundary layer would displace the core flow
flows in the form of vortices. These vortices will locally underturrand the passage vortex slightly toward the tip region.
or overturn the flow. An inviacid analysis of the AFTRF turbine The root injection shows the most significant effects due to the
stage yields an exit angle of approximateh80 deg. It can be coolant injection and is fundamentally different from radial cool-
seen that at aRl of 0.1 a region of overturning exists and atldn ing and impingement cooling. Root injection has the ability to
of 0.4 a region of underturning exists. This flow profile is typicahffect the magnitude of the overturning and underturning. The
for the AFTRF and was first documented by Zaccégal. root injection energizes the nozzle wake and boundary layer near

Radial cooling shifts the velocity profiles radially outward. Thehe hub wall. With an injection hole size on the order of the
overall magnitude of axial and tangential velocity is unchangethiling edge thickness and with the injection inclined at 45 deg to
however, the point of maximum overturning is shifted radially byhe hub wall, the root injection can significantly energize the wake
H=0.10. This can best be seen in the exit angle measuremerigion. This has the effect of reducing the passage vortex and
(Fig. 17. This would seem to indicate that the vortex location iseducing the magnitude of overturning and underturning.
being modified but that the strength is not. Friedrift8] has also Friedrichs et al[18] also observed that significant cooling injec-
observed that endwall platform cooling could significantly shiftion could delay the three-dimensional separation of the inlet
the location of the passage vortex but that the strength was maiundary layer thereby reducing the strength of the passage
significantly affected. The radial cooling is injected normal to theortex.
mainstream flow and would energize the rotor inlet boundary
layer. This energizing would thicken the inlet rotor boundar
layer. The thicker boundary layer would displace the core flo
and the passage vortex slightly toward the tip region.

The impingement cooling shows similar effects to the radial
cooling. Again, the overall magnitude of axial and tangential ve- Me\ [ Toc me Tos
locity is unchanged. The point of maximum overturning is shifted 1 (m_) (T_) - (m_ )(T_)
radially by H=0.05 smaller than with radial cooling. The im- M= Pl 0 P (0;‘_1),7
pingement cooling enters the mainstream flow with minimal mo- 1 (ﬂ) (T_OC) _ (ﬂ )(P_OS)
mentum having been stagnated on the rotor disk. The boundary M,/ \ Toa m, Pos
layer would be thickened, but not to the degree found with radial

The specific efficiency equation suggested by McDonel and
Eiswerth[21] is for total-to-total stage efficiency. Pumping work
Root Injection is not included in the stage efficiency equation. Pumping work

Total-to-Total Efficiency. Considering the primary flow
ozzle inlet to rotor exjtand one cooling streafcooling inlet to
rotor exit), the total-to-total efficiency can be written as:

@)

10r1 2 alpha, non-cooled ;/O losses are better handled in cycle analysis.
oof A A beta, non-cooled Measurements were taken at three blowing rdfe60, 1.25,
o8l 7\}&._&_ O alpha, 1% cooling and 1.50 perceit Passage-averaged efficiency data are shown

i E —7— beta, 1% cooling ¢ with their respectivePg5/Po, and Tos/To, in Figs. 21 and 22.
orr A“ Data are shown for 1 percent cooling only.

06 o /\A‘ . Cooling flows were able to modify the magnitude of the total
o5k Decreased underturning % A g pressure and total temperature ratios. As a result, the total-to-total
04l - Lt Underturning efficiency was affected. Table 5 tabulates the mass-averaged
s R LA Cé changes in efficiency for 1.00, 1.25, and 1.50 percent relative
03y AR cooling flow.

. . Y S o J . ) . .
02 —Ove"”m:gxt;/r Radial cooling showed irregular changes in total-to-total effi-
o1l & ' Decreased overturning : ciency. The changes in total-to-total efficiency due to radial cool-

T L ‘ & ing are shown in Figs. 14, 15, and 16. The passage-averaged ef-
003 40 30 20 10 0 10 ficiency change depended on the amount of coolant injection. For

1 percent coolant flow, the change was positive; at 1.25 percent
the change was negative and at 1.5 percent the change was posi-
Fig. 13 Change in pitch (@) and yaw (B) angles due to 1 per- tive again. The mainstream pressure gradient turns the radial flow
cent root injection. Stationary frame, 1.5 chords downstream. into the axial direction through a complex three-dimensional mix-

Angle (degrees)
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Fig. 18 Change in total pressure ratio
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(Pys! Poy) due to 1 per-

ing process. Different flow rates will cause possible separation of
the mainstream flow and varying degrees of turbulent kinetic en-

ergy production and dissipation.

sure ratio was reduced, indicating lower pressure drop. In the

Impingement cooling caused the passage-averaged total-to-tdffispan the total temperature ratio was increased leading to an
efficiency to be lower. The results for the case of impingemeftcrease in efficiency. However, the total temperature ratio was

cooling are given in Figs. 17, 18, and 19. The amount of chané%d

uced over the hub and tip regions resulting in a lower effi-

depended on the amount of cooling. The higher the flow rates, tHgNCY. Very little useful energy is added to the flow through im-
less efficiency was lost. Over much of the passage the total pré§2gement cooling. Momentum is lost and the total temperature is
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increased when the fluid is stagnated on the rotor disk. The im-
pingement cooling will tend to thicken the boundary layer with
low-momentum fluid at a slightly elevated temperature. Increased
total temperature, turbulent kinetic energy, and viscous dissipation
in the boundary layer will lead to lower efficiency numbers.
Overall root injection results presented in Figs. 20, 21, and 22
showed the strongest changes in total-to-total efficiency. The
passage-averaged efficiency increase was over 1.5 percent for 1
percent coolant injection. The total pressure ratio was significantly
increased oveH=0.1 toH=0.5. This in conjunction with a de-
crease in total temperature ratio ov+ 0.2 toH =0.55 cause the
efficiency to rise significantly. The efficiency increase is localized
to the midspan region of the blade. At both the hub and tip the
efficiency is slightly lower. The root injection energizes the nozzle
wake and boundary layer near the hub wall. With an injection hole
size on the order of the trailing edge thickness and with the injec-
tion inclined at 45 deg to the hub wall, the root injection can
significantly energize the wake region. The mean velocity gradi-
ents are reduced through midspan, thereby reducing turbulent
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Fig. 19 Change in total temperature ratio
percent impingement cooling
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Table 7 Absolute loading coefficient uncertainty

. Effect on
Parameter E"Bolra(sB ) Loading
X Coefficient (y)
p 2.0% 1.96%
Um 0.4% 0.80%
Pg4 - Pos 0.2% 0.2%

Table 8 Relative loading coefficient uncertainty

i Effect on
Precision
Parameter E (S.) Loading
11or5:) | Coefficient ()
D 0.16% 0.16%
Un 0.08% 0.15%
Pos - Pos 0.015% 0.015%

Fig. 20 Change in total-to-total efficiency
root injection

(n) due to 1 percent

Table 9 Absolute efficiency uncertainty
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Reduced Pressure Loss

Parameter Bias Effect on
Error (B,) | Efficiency (n)

Toa 025K 4.6%

Tos 025K 4.7%

Toc 025K 0.005%
m, 2.7% 0.005%
me 5.0% 0.01%
Pos 0.2% 0.21%
Pos 0.2% 021%
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When known sources of measurement error exist, avoid them.

» |f known sources of error can not be avoided, and IF a re-
peatable bias error exists, correct for it.

» Avoid as many error sources as possible through calibration.

« If a source of error cannot be nulled thorough calibration or

correction, provide an estimate of its magnitude.

Uncertainty in Fundamental Quantities. The five-hole and
Kiel probe measurements were prone to various sources of error.
They included turbulence effects, Reynolds number effects, Mach
number effects, gradient effects, wall vicinity effects, probe block-
age effects, recovery factor, misalignment errors, interpolation er-
rors, calibration errors, data acquisition errors, and spatial location
errors. Many of these error sources were quantifiable and were
corrected for. The five-hole and Kiel probes were used to measure
the fundamental quantities af v, w, P,, P, andT, . Following
the methodology of Abernethy et dR2], the uncorrectable un-
certainty in velocity, pressure, and temperature and density are
shown in Table 6.

It can be seen that there are significant differences between the
precision §,) and bias errorsg,). This is due to the interlaced
manner in which the data sets were taken. In the present study it
was desired to reduce the precision errors.

Following the error estimation of the five-hole probe and Kiel
probe, the errors in the turbine performance parameters could be
estimated. The ASME standard measurement uncertainty method-
ology [22] was used in conjunction with perturbation analysis to
determine the measurement uncertainty.

Uncertainty in Loading Coefficient. The errors for the load-
ing coefficient and change in loading coefficient are summarized

mixing. Lower amount of turbulent mixing translates into lesgh Tables 7 and 8. Combining the errors in Table 7 yields an
conversion of mean kinetic energy into internal energy via viscougcertainty of 2.12 percent. The errors for the static pressure loss

dissipation.

Uncertainty Analysis

coefficient are identical to the loading coefficient. Combining the
errors in Table 8 yields an uncertainty of 0.22 percent. The errors
for the static pressure loss coefficient are identical to the loading
coefficient.

It was desired to both correct for quantifiable bias errors and to
compute measurement uncertainties. The measurement philosdJdncertainty in Total-to-Total Efficiency. The errors for the
phy of Wiedner[19] was adopted for the current research proefficiency parameters are summarized in Tables 9 and 10. Com-

gram. The philosophy is as follows:

694 / Vol. 123, OCTOBER 2001

bining the errors in Table 9 yields an efficiency error of 6.58
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Table 10 Relative efficiency uncertainty

Parameter Precision Effect on
Error (S,) | Efficiency (n)

Tos 0.1K 1.8%
Tos 0.1K 1.8%
Toc 0.1K 0.002%
mp 0.44% 0.00087%
me 1.0% 0.002%
Pos 0.015% 0.02%
Pos 0.015% 0.02%

Table 11 Uncertainty summary

Relative Relative
\bsolute | Relative with with
Error Error Circumferential Passage
(B) (Syw) Average Averaged
(Syn)s N =16 {(Sxn), 1 =336
I, V, W 1.9% 0.4% 0.3% 0.065%
'0, Ps 0.2% 0.015% 0.011% 0.0025%
To 0.25K 0.1K 0.075 K 0.016 K
1] 2.12% 0.22% 0.17% 0.036%
M 6.58% 2.55% 1.91% 0.42%

and 5 percent for impingement cooling. The radial cooling is in-
jected normal to the mainstream flow and would energize and
thicken the rotor inlet boundary layer more than impingement
cooling. The thicker boundary layer displaces the core flow and
the passage vortex toward the tip region.

The root injection shows the most significant effects due to the
coolant injection and is fundamentally different from radial cool-
ing and impingement cooling. Root injection has the ability to
affect the magnitude of the overturning and underturning. The
amount of overturning and underturning is reduced.

Overall root injection showed the strongest changes in total-to-
total efficiency. The passage-averaged efficiency increase was
over 1.5 percent for root injection. The root injection efficiency
increase was localized to the midspan region of the blade. With an
injection hole size on the order of the trailing edge thickness and
with the injection inclined at 45 deg to the hub wall, the root
injection can significantly energize the nozzle wake region. Radial
cooling showed irregular changes in total-to-total efficiency. For 1
percent coolant flow the change was positive, at 1.25 percent the
change was negative and at 1.5 percent the change was positive
again. Impingement cooling caused the passage-averaged total-to-
total efficiency to drop.

percent. The errors for temperature measurement dominate. Com
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Uncertainty Summary. Table 11 summarizes the measuregnonitors.

quantities and their respective uncertainties. The relationship in
Eq. (4) was used to determine the uncertainty in an averaged

quantity. It can be seen that the errors can be improved usiNgmmenclature

circumferential and passage averaging on point quantities. This is

useful, as most of the variations due to cooling are quite small and A = exit area of single cooling hole
would be lost in the uncertainty variations otherwise. b = pcUc/ppUp
¢, = specific heat
tSy H = normalized radial positios= (r —r)/L
an:T (4) h = entropy
n L = rotor blade height

USi R = gas constant

Conclusions m = mass flow rate
The wheelspace coolant mixes with the mainstream flow and M = Mach number=U/[yRT
produces measurable changes in loss coefficient, velocity field, n = number of cooling hole§23)
exit angle, and total-to-total efficiency. Local changes can be sig- P = pressure
nificant. The wheelspace coolant should not be neglected on the r = radial position
aerodynamic analysis of turbine blade stages. Overall, root injec- T = temperature
tions showed the strongest effects although radial and impinge- u = axial velocity component
ment cooling showed measurable changes in loss coefficient, ve-U ,V, W = wheel speed, relative velocity, absolute velocity
locity, and efficiency. Uy = discharge velocity=m¢/npA
The cooling flow caused significant local perturbations in the v = radial velocity component

pressure coefficients. Root injection showed the largest changes, w = tangential velocity component
followed by radial cooling, and impingement cooling. In all cases, a = pitch angle, exit flow angle inclined to the tur-
the strongest effects were below midspan but dwindling effects bine axis
exist out to the tip regions. All three cooling methods caused B = yaw angle, exit flow angle
significant local changes and a general redistribution of the data vy = ratio of specific heats
over the entire passage in both radial and tangential directions. n = efficiency
Maximum effects ranged from 1.70, 0.86, and 2.57 percent for p = density
radial cooling, impingement cooling, and root injection, respec- ® = angle in circumferential direction

tively. Although, the local perturbations were quite high, whe

passage-averaged data were evaluated, the changes were fou%ﬁgcripts

be small for radial cooling and impingement cooling. Root injec-
tion was able to affect the overall pressure coefficient as well as
cause a redistribution of pressure coefficient data. The amount of

change was almost five times that of impingement cooling and 3Q 2, 3, 4, 5

times that of radial cooling.

The cooling flow was responsible for modifying the velocity
profiles. Radial cooling and impingement cooling shifted the ve-
locity profiles radially outward, while root injection was able to
decrease the overturning and underturning. The point of maximum
overturning was shifted radially by 10 percent for radial cooling

Journal of Turbomachinery

o = total condition
04 = entry of nozzle condition
05 = exit of rotor condition

five-hole probe hole designation

¢ = cooling

h = hub

m = midspan condition

p = primary or mainstream
s = static condition

tt

total-to-total
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Mainstream Aerodynamic Effects

Due to Wheelspace Coolant

Injection in a High-Pressure
coristopher Metean’ | Tyrhine Stage: Part 11—

e-mail: cmclean@techkor.com

cengizcamei | A€rodynamic Measurements

Professor of Aerospace Engineering

e-mail: cxc11@psu.edu in the Rotational Frame

Turbomachinery Heat Transfer Laboratory,

The Pennsylvania State University, The current paper deals with the aerodynamic measurements in the rotational frame of
University Park, PA 16802 reference of the Axial Flow Turbine Research Facility (AFTRF) at the Pennsylvania State
University. Stationary frame measurements of “Mainstream Aerodynamic Effects Due to
. 2 Wheelspace Coolant Injection in a High Pressure Turbine Stage” were presented in Part
Boris Glezer | of this paper. The relative aerodynamic effects associated with+otmzle guide vane

Optimized Turbine Solutions, (NGV) gap coolant injections were investigated in the rotating frame. Three-dimensional
4140 Calle Isabelino, velocity vectors including exit flow angles were measured at the rotor exit. This study
San Diego, CA 92130 quantifies the secondary effects of the coolant injection on the aerodynamic and perfor-

e-mail: bglezer@san.rr.com mance character of the stage main stream flow for root injection, radial cooling, and

impingement cooling. Current measurements show that even a small quantity (1 percent)
of cooling air can have significant effects on the performance and exit conditions of the
high-pressure turbine stage. Parameters such as the total pressure coefficient, wake width,
and three-dimensional velocity field show significant local changes. It is clear that the
cooling air disturbs the inlet end-wall boundary layer to the rotor and modifies secondary
flow development thereby resulting in large changes in turbine exit conditions. Effects are
the strongest from the hub to midspan. Negligible effect of the cooling flow can be seen in
the tip region. [DOI: 10.1115/1.1397303

Introduction hari [8] necessitate that cooling research be performed in rota-
nal environments when rotors are concerned. Periodic effects
ch as the circumferential variation in turbine entry temperature
TET) and the time-dependent variation in mainstream flow

. “caused by the blade rotation cause a wide variation in coolin
stream Aerodynamic Eﬁ.eCtS Due to Wheelspac_e Coolant Injec“%ﬂ‘ectivengss. The cooling effectiveness fluctuation is driven by g
in a High-pressure Turbine Stage: Part I—Stationary Frame Me

g d the eff f the wheel i (’f’}iange in the time averaged mass flux exiting from the cooling
surements,” documented the effects of the wheelspace cooling glfies’and by the interaction of the coolant with the unsteady ex-

in the stationary measurement frame. Following the measuremeis, o fiow. Coolant jets are shown to pulsate due to the fluctua-
and analysis of the stationary frame data, it was desired to obsefygs of the instantaneous static pressure at the jet exit. Variations
the effects in the rotational frame of reference. Data measurediinihe jnstantaneous film cooling effectiveness can be as high as
the rotational frame would contain circumferential variations dugsg percentAbhari [8]). A full understanding of turbine cooling

to the rotor. In the stationary frame these variations were averaggfly effects can only be realized through rotational frame
out. Only in the rotational frame could the rotor wake and thregneasurements.

dimensional rotor exit velocity field be observed.

Most turbine cooling research has been limited to cascade E)'(perimental Test Facility
cilities simulating nozzle blades. Little documented research ex-
ists with aerodynamic measurements from spinning rotors with The Axial Flow Turbine Research FacilitAFTRF) (Fig. 1) is
cooling flows. Cascade studies similar to those of Eck&ft @ cold open-loop facility 0.916 m in diameter with a single-stage,
Friedrichs[2]. Jabbari[3,4], Goldstein[5], Gaugler[6] and Gra- high-pressure, axial turbine blading configuration. The facility
ziani[7] demonstrate the complex nature of endwall cooling witGonsists of a bellmouth inlet, a single high-pressure turbine stage
stationary blades. However, the spinning rotor complicates tMdth a nozzle guide vangNGV) and rotor, and outlet guide vanes.
mixing of the cooling flow with the mainstream flow. CentrifugalDetailed stage characteristics of this turbine facility can be found

forces and the periodic nature of turbine aerothermodynamics AB-Lakshminarayana, et gl9,10] and Zaccarig11]. The facility
was used for the current research program with modifications to

Ipresent address: Division Manager, Techkor Instrumentation, A Division ofACf"IIOW for the WheelSpace COO“ng' Some of the faC|I|ty details are

This publication continues the documentation of the effects t'ﬁ
wheelspace coolant on the mainstream flow in the AFTRF hig
pressure gas turbine stage. Part | of this paper entitled “Mai

Inc., Harrisburg, PA. also provided in Part | of this paper. The AFTRF is unique in its
2Folrmer Head of “Turbine Cooling Design and Analysis” at Solar Turbines Inc.ability to operate continuously with a traversable sensor package
San Diego, CA. in the rotational frame of reference. The AFTRF is able to traverse

Contributed by the International Gas Turbine Institute and presented at the 4 _ i . :
International Gas Turbine and Aeroengine Congress and Exhibition, New Orleaﬁve hole, thermocouple, and hot-wire probes in the rotational

S, . ! o .
Louisiana, June 4-7, 2001. Manuscript received by the International Gas Turbﬂ@me- Afull t‘NO'd|men5|0nal traverse SyStem is incorporated !nto
Institute February 2001. Paper No. 2001-GT-120. Review Chair: R. Natole. the wheelspace allowing probe movements in the r and Q direc-
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c,m,,,!,&,:f,,; j 4‘ Fig. 2 Schematic d_iagram showing the placement of the five-
probe rotaling ﬁ hole probes for rotational frame data
l = ner [12]. The velocity data were normalized Wy,,. The rota-
; tional traverse had a circumferential sweep of 1.10 rotor blade
\ ) passages.
s The cooled and noncooled data were taken in an interlaced
traverser manner. At each measurement point in the traverse grid, the probe

readings were recorded with and without cooling flow. A set of
high-speed solenoids controlled the coolant flow. This method en-
sured that the cooled and noncooled cases experienced the same
mainstream flow conditions. Small variations in mainstream flow

Fig. 1 Rotating instrument and traversing package contained
within the rotor drum

Table 1 Coolant flow parameters for rotational frame measure- ‘f’l"0U|d otherwise be misreported as changes due to the cooling
ments ow.
- Wigar - _The thr_ee-dimensional velocity field was measured wit_h a s_ubmin-
Mean | Discharge iature five-hole probe. A data reduction method explained in Bro-
_ Discharge | Mach . phy et al.[13] was implemented. Measurement corrections due to
Velocity . Number | ; . the rotation of the probe mounted to the rotor exit were performed
- U / U, - during the data reduction. The signals from the pressure transduc-
Up=im/mpA | M=U, [ JRT| Pe-clProp ers were internally amplified and passed through the slip ring to
. . . b E the stationary frame. The signals were then sampled via a personal
158 m/s - : : computer with an analog to digital converter. Cooled and non-

cooled data Pgs 1,Ps2,Pos.s: Pos.a: Poss) were sampled at 100
Hz for 15 seconds at each measurement point. The measured data
t this sampling rate and duration was statistically stable. The

Sulting data were statistically averaged and proper calibration

channel slip ring passes measurement data from the rotationaiip ations were applied. The result were data sets for cooled and

stationary frame. The rotational frame data were taken with trﬁ%ncooled cases containimy,, Ps, U, v, w, U, @, and g in the

same three configurations for cooling air injection as the StatioPﬁitational frame. The legend for the data is divén in Fig. 3.

ary frame measurements. The geometry of the three cooling hole

sets is shown in Part | of this publication. Total Pressure Coefficient. The total pressure coefficient in
The cooling flow parameters are summarized in Table 1 whetfee rotational frame was

the mass flow ratio was defined &g /mp, the mean discharge

tions over one rotor blade passage in the mainstream. A 1

velocity was defined ad c=mc/npA, the mean discharge Mach = _ Pos )
number was defined as MU /\yRT;, the blowing rate was p 1/2puﬁ1

defined aspcUc/ppUp and the velocity ratio was defined as . .

Uc/Up. computed from the following equation where the total pressure

The scaling of the various cooling flow parameters was esta§@S measured with the rotating five-hole probe. The rotational
lished by considering the operational conditions of modern tuot@l pPressure was defined as:
bines. Blowing rates available in the AFTRF agree well with those
in the literature. All rotational frame data were taken with a mass

flow ratio of 1 percent. —e— No Cooling

Measurements —&— Radial Cooling

Five-hole probe surveys in the AFTRF were taken with and
without cooling injection in the rotational frame. The subminia-
ture five-hole probe was installed 1.5 axial chords downstream of
the rotor trailing edge, as shown in Fig. 2. Data were taken with
the five-hole probe mounted in the rotational frame and traversed

in the radial and circumferential directiofis-® traversg. Aero- Fig. 3 Legend for data presentation of coolant flow measure-
dynamic measurement details of this probe can be found in Wiedents

Root Injection

- [mpingement Cooling
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Fig. 4 Total pressure loss coefficient in rotational frame at H

of 0.15 (a), 0.50 (b), and 0.90 (c). Probe 1.5 chords downstream
of the rotor exit.

~ ~ 1 -
Pos=Ps+ EPUZ @

The total pressure coefficient, shown in Fig. 4, displays the rotol 08
wake at three sections: hubl &0.15), midspan i =0.50), and

tip (H=0.90).

At the hub sectionki=0.15), the effects of the cooling injec- c
tion are minimal. The radial and impingement cooling show rela-3
tively small changes of 3 percent. With the root injection, the
magnitude of the wake is changed by up to 8 percent. It should b
noted that the changes of root injection are opposite in direction tc

those of radial and impingement cooling.

The total pressure coefficient at the midsp&h~0.50) shows

while the radial, and impingement cooling causes the wake width
to increase. The large changes in the rotor wake are due to a shift
in the wake position and wake width rather than a change in the
wake peak or trough magnitudes. For this reason the total pressure
coefficient in the stationary framg@oss coefficient shows rela-
tively small changes$l to 3 percentdue to cooling(see Fig. 7 in

Part | of this publicatioh The changes observed in the stationary
frame are due to a change in the rotor wake width in the rotational
frame. The effect of the width change is smoothed out in the
stationary frame measurements. To understand the physical
mechanism, responsible for the loss coefficient changes it is nec-
essary to look in the rotational frame.

At the tip section H=0.90), the effects of the cooling injection
are immeasurable. The cooling air does not mix with or effect the
tip flow region. The variations found in the pressure loss data are
similar to that found by Friedrich§14] in an endwall cooling
study. He states that the change in overall loss is small for endwall
cooling and can be positive or negative depending on the coolant
supply pressure. The direction of change would also depend on
the cooling geometry.

Velocity Components. Axial, tangential, and radial velocity
data are shown in Figs. 5, 6, and 7. All data have been normalized
by the blade rotational velocity at midspad ) as shown in Egs.

(3—(5):

u/Um

ufum

-50 -30 -10 10 30 50

Percent of Rotor Passage

significant effects due to cooling injection. The 1 percent cooling

injection has the ability to produce up to 88 percent local changeg. 5 Axial velocity in the rotational frame at

H of 0.15 (a),

in total pressure coefficientmidspan, root injection, center of 0.50 (b), and 0.90 (c). Probe 1.5 chords downstream of the rotor
wake. The root injection reduces the width of the wake regioaxit.
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Fig. 6 Radial velocity in the rotational frame at H of 0.15 (a), Fig. 7 Tangential velocity in the rotational frame at H of 0.15

0.50 (b), and 0.90 (c). Probe 1.5 chords downstream of the rotor
exit.

(a), 0.50 (b), and 0.90 (c). Probe 1.5 chords downstream of the
rotor exit.

injection change$3.5 percentare considerably higher than those

u
unorma"zed_u_m ©)  of the radial and impingement coolir(@.5 percent At the mid-

_ span, the magnitudes are comparaldgoercent The tangential
~ _ v 4 velocity has immeasurable changes at the Hp=(0.90). As was
U”O'ma"ze‘rum ) observed in the pressure coefficient data, the cooling flow does

_ not mix with or affect the tip flow region.

w ®) The radial velocities in the AFTRF tend to be small in magni-

Whormalized™ U
m

The axial velocity(u) shows significant changes at the hu (
=0.15) and midspanH=0.50) locations. At both the hub and
midspan locations, the root injection tends to increase the a
velocity and the radial and impingement cooling tend to decreaseT
the axial velocity. At the hub, the magnitudes of the root injectiog0
are twice those of the radial and impingement cooling. At th@oo.l

midspan, the magnitudes are comparable.

XAk

tude, but large changes were observed in their magnitudes. The
largest changes were observed at the midspan. Root injection was
able to decrease the radial velocity by as much as 30 percent,
while the radial and impingement cooling were able to decrease
axial velocity by up to 20 percent.

he radial velocity has immeasurable changes at the Hip (
90). As was observed in the pressure coefficient data, the
ing flow does not mix with or affect the tip flow region.

With the three-dimensional

The axial velocity has immeasurable changes at the i ( Exit Angles. velocity field
=0.90). As was observed in the pressure coefficient data, tkown, it was possible to compute the exit angles for the turbine
cooling flow does not mix with or affect the tip flow region. Thestage. The exit angle in the axial-tangential pl§@eis shown in
tangential velocityw) shows significant effects due to the coolingrig. 8 and the exit angle in the axial-radial plafe is shown in
flow at the hub H=0.15) and midspanH=0.50) locations. The Fig. 9. The axial-radial planéx) exit angle shows significant
effect is reversed from that seen in the axial velocity. At both theariation at the hubK =0.15) and midspanH=0.50) sections.
hub and midspan locations, the root injection tends to decrease T change is driven by the large magnitude changes in the radial
axial velocity and the radial and impingement cooling tend teelocity. At the hub, the root injection increased the exit angle by
increase the axial velocity. At the hub, the magnitudes of the roop to 2 deg. At the midspan, the root injection decreases the exit
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stream of the rotor exit.
Fig. 9 Exit angle in the rotational axial-radial plane (@) at H of
0.15 (a), 0.50 (b), and 0.90 (c). Probe 1.5 chords downstream of

. . N . the rotor exit.
angle by up to 5 deg, while the radial and impingement cooling

increase the exit angle by up to 5 deg. At the tip region, root
injection and impingement cooling were able to reduce the exit

an‘queeng%a?et%r\:gglr]eti;?d;;rfgg)lITa?(i?a;ngl(é esﬁhec():\}\./s significant the three-dimensional separation of the inlet boundary layer
variation at the hubH =0.15) and midspanH=0.50) sections. thereby reducing the strength of the passage vortex.
The variations follow the changes in velocity in the axial and Time Accurate Dynamic Pressure. Measurements of the
tangential directions. At the hub the root injection reduces the exsitirface pressure on the leading edge of the rotor were performed
angle by up to 2.5 deg. The radial and impingement cooling shaiM =0.10). The AFTRF contained embedded Kulite pressure
little effect. At the midspan location, the root injection reduces thieansducers with a very high dynamic response. The Kulite trans-
exit angle by up to 2.5 deg while the radial and impingememiucers had thermal and long-term stability problems that pre-
cooling increase the exit angle by up to 2.5 deg. At the tip regiorented them from being calibrated for absolute pressure measure-
none of the cooling flows show any measurable changes. ments. However, the Kulites were useful in measuring the relative
The opposite changes found in the rotational frame measuddanges in the nozzle wakes. The response time of the Kulites was
ments are consistent with the exit angle changes seen in the $&st enough to capture individual nozzle wakes as seen from the
tionary frame. However, in the stationary frame it was found thaotor tip.
the radial and impingement exit angle changes were caused by & comparison of the three baseline measurements was per-
radial outward shift in the profiles, not a change in their overalbrmed to determine the level of repeatability in the Kulite data.
magnitudes. Excellent repeatability was found between the three runs.
This would seem to indicate that the passage vortex locationEssemble-averaged dynamic pressure data are shown in Fig. 10
being modified but that the strength is not. Friedrichs ef2]l. for root injection. The 23 individual nozzle blade passings are
also observed that endwall platform cooling could significantlyisible in the measurement data. It should be noted that slight
shift the location of the passage vortex but that the strength waiferences exist between the wakes. Each nozzle has a distinct
not significantly affected. wake profile. When taking data in the rotational frame only one
Conversely, root injection in the stationary frame was found tepecific wake profile is being analyzed, while when taking data in
be able to reduce the magnitude of the passage vortexes, thergystationary frame all wakes are being measured and averaged
changing the overall magnitude of the exit angle. Friedrichs et &ly the probe. As a result, comparisons between rotational frame
[14] also observed that significant cooling injection could delagtata and stationary frame data must be made carefully.
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W (@ FV'\\A The changes in rotor exit flow are highest at the midspan. The
effects of the cooling are convected to the midspan by the action
M\/‘\/\/\J\N’\W v of the passage vortices. It is believed that the cooling air is ener-
gizing the boundary layer ahead of the rotor thereby effecting the

development and effects of the secondary flows.

®) Additional research should be performed to detail the complex
/\/\N\j\/\/\d\ cooling-mainstream mixing process and its effects on the inlet
MWW’\/\/V rotor boundary layer and the resulting secondary flows.
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Fig. 10 Pressure measurements on the rotor leading edge for monitors.

root injection blowing ratios of 1.00 percent (a), 1.25 percent
(b), and 1.50 percent (c)

MMW Nomenclature
S = exit area of single cooling hole

A
b = pcUcl/ppUp -
Fig. 11 Kulite data from the rotor platform. The root injection H = normalized radial position(r —ry)/L
(jagged line ) shows noticeable wake reduction from the non- h = entropy
cooled case. Four vane passages are shown. L = rotor blade height
M = Mach number
oo V\—\ m = mass flow rate
o n = number of cooling hole§23)
' M [ oo ith] P = pressure
[ 10 e e 1000 7000 R = gas constant
r = radial position
Fig. 12 Frequency domain processing of leading edge Kulite T = temperature
run data with fast Fourier transform U,V, W = wheel speed, relative, velocity, absolute velocity
u = axial velocity component
) o v = radial velocity component
The frequency domain processed data are shown in Figs. 11 and w = tangential velocity component
12. Several fundamental frequency components can be seen in- 4 = pitch angle, exit flow angle inclined to the turbine

cluding the once-per-re22 Hz), nozzle blade passing07 H2, axis

and twice nozzle blade passifg014 H2. = yaw angle, exit flow angle

. ratio of specific heats

Conclusions = angle in circumferential direction
The effects of smal(1 percenf coolant injection into the free = density

stream of a high-pressure turbine stage can be very significant @ghscripts

should not be neglected on the aerodynamic analysis of turbine

- O™
I

stages. The cooling air is affecting the structure of the three- ¢ = cooling .
dimensional secondary flow and inlet rotor boundary layer, which 0 B total condition -
in turn has a large effect on the exit three-dimensional flow and 04 = entry of nozzle and't'on
stage performance. 05 = exit of rotor condition
The changes observed were large and three-dimensional in na- h B hub . . .
ture. Their neglect in stage blading design could lead to serious r; B Blr?rﬂzr;/otanonal velocity at midspan

miscalculations. Parameters such as pressure coefficient, wake
width, three-dimensional velocity field, and exit angles were ob-
served to change significantly.
The cooling was able to produce significant changes in the tofaliperscripts
pressure coefficient. The large changes in pressure coefficient are ~  _ | oiational frame value
due to a shift in the wake position and wake width rather than a
change in the wake peak or trough magnitudes. In the rotational
frame, root injection reduced the width of the wake while radial
and impingement cooling increased the width. The effects of tiikeferences
rotational frame width changes are smoothed out in the stationary gckert, E., 1984, “Analysis of Film Cooling and Full Coverage Film Cooling
frame measurements. To understand the physical mechanism re- of Gas Turbine Blades,” ASME J. Eng. Gas Turbines Powé6

sponsible for the loss coefficient changsgationary framg it is [2] FfizdfiC”thls-’ Holdsonv H., and Davgesv WH 1997, “Aerodynamic Aspects of
H : Endwall Film-Cooling,” ASME J. Turbomach119, pp. 786-793.

necessary tO.IOOk in the rotational frame. . [3] Jabbari, M., and Goldstein, R., 1993, “Film Cooling, Mass Transfer, and Flow

Root injection tended to have an opposite effect on the three- " 4 the Base of a Turbine Blade,” J. Eng. Phys. Thermopl€.No. 3.

dimensional velocity field from radial and impingement cooling. [4] Jabbari, M., Marston, K., Eckert, E., and Goldstein, R., 1996, “Film Cooling

This is consistent with the stationary frame data provided in Part |  of ft1hel 168618 Tuzfsénezgzdwa" by Discrete-Hole Injection,” ASME J. Turbom-
X o . ach.,118 pp. 278—284.

of t.hls pUbhcatlon' .Agaln’ It Is necessary to examine both th.e[S] Goldstein, R., and Chen, H., 1985, “Film Cooling on a Gas Turbine Blade

stationary and rotational frames to have a complete understanding’ Near the End Wall,” ASME J. Eng. Gas Turbines Powid7.

of the physics controlling the velocity field. [6] Gaugler, R., and Russell, L., 1984, “Comparison of Visualized Turbine Sec-

s = static condition
total = total condition
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Heat Transfer and Flow on the

Blade Tip of a Gas Turbine

Equipped With a Mean-
. Camberline Strip

AYT Corp., Experimental and computational studies have been performed to investigate the detailed

Brook Park, OH 44135-3109 distribution of convective heat transfer coefficients on the first-stage blade tip surface for

e-mail: ameri@gre.nasa.gov a geometry typical of large power generation turbinesl00 MW). In a previous work
the numerical heat transfer results for a sharp edge blade tip and a radiused blade tip
were presented. More recently several other tip treatments have been considered for
which the tip heat transfer has been measured and documented. This paper is concerned
with the numerical prediction of the tip surface heat transfer for radiused blade tip
equipped with mean-camberline strip (or “squealer” as it is often called). The heat
transfer results are compared with the experimental results and discussed. The effective-
ness of the mean-camberline strip in reducing the tip leakage and the tip heat transfer as
compared to a radiused edge tip and sharp edge tip was studied. The calculations show
that the sharp edge tip works best (among the cases considered) in reducing the tip
leakage flow and the tip heat transfefDOI: 10.1115/1.1400114

Introduction domain are described subsequently. The flow characteristics and
tip leakage rate as well as the tip heat transfer are next presented

Blade tips are susceptible to burnout and oxidation due to hi ; i
thermal loading caused by the tip leakage flow. Efficient intern o%sai)?‘ Iﬁgov"vvfri by a summary and presentation of the conclu

or film cooling schemes are necessary to protect turbine blades
against damage. The design of such schemes requires detailed )
knowledge of heating patterns on and near the tips which could b€ Experimental Setup
gained by experimental and predictive methods. It was shown byThe experimental setup and conditions are similar to those de-
Mayle and Metzgef1] that the heat transfer at a blade tgmd by  scribed in[3]. In that paper the pressure distribution and tip heat
extension total pressure I9sis not very much affected by rota- transfer for both a sharp edge tip and radiused edge tip of the
tion. This has spurred experimental work on measuring tip hggatesent blade geometry were presented. The heat transfer mea-
transfer for various blade tip treatments on stationary cascadgsement considered in this paper is for the same radiused edge
and has provided data for numerical simulations. In a previowade in[3] but is equipped with a mean-camberline strip as given
numerical study?2] the predicted tip heat transfer for a sharp edgie Bunker and Bailey4].
tip and a radiused tigblade tip with a rounded edge around the Figure 1 shows the definition of the airfoils and the shroud. The
perimeter of the blade tjpwas compared with the measured exblade profiles are typical of a large power generation turbine. The
perimental data of Bunker et 4B]. The data was, at the time, thecascade is linear and the span is 10.16 cm. As can be seen the
only set of liquid crystal measurements of tip heat transfer. Tralaroud incorporates a recess ahead of the blades to model a simi-
results of simulations nicely agreed with the experimental dakar feature found in an actual turbine shroud. The instrumented
and showed that the tip heat transfer for radiused edge would lyade has a rounded edge of 2.54 mm radius. The tip clearance
larger than that for a sharp edge tip due to the relatively highagldressed in this paper is the nominal value of 2.03 mm measured
velocity on the radiused edge tip. More recently, Bunker arfiom the top surface of the mean-camberline strip. The height of
Bailey [4] have made further measurements for various tip tredfie mean-camberline strip was 1.27 mm. This places the blade tip
ments including circumferential rub strip, 45-degree angled rutirface at 3.30 mm from the shro(d [3], this distance was 2.03
Strips, perimeter Squea|er rim, and mean-camberline Strip_ mm) The strip in the experiment and in the calculations has a
The perimeter squealer tip case has already been computeds@yare cross section and sharp edges. Figure 2 shows the design of
Ameri et al.[5] though for a different blade configuration. In thisthe actual two passage blade cascade as reproduced from Bunker
paper the mean-camberline strigquealer case has been com-€t al.[3]. The extent of the strip is from the leading edge to 85
puted. The computed tip heat transfer has been compared vRficent a>§|al chord. Table 1.I|sts .the run conditions for the cas-
experimental measurements. As the experiment was mainly c&8de and input to the numerical simulations.
cerned with the measurement of the rate of heat transfer, the nu-
merical simulation attempts to construct the flow structure in offhe Computational Method
der to help explain the phenomena observed in the experiments
In the ensuing section, a brief description of the experimﬁw
simulated in this work is provided. The numerical method enJ-.
ployed and the grid topology used to model the computationétI

‘The simulations in this study were performed using a multi-
ock computer code called Glenn-H®] which is based on a
gle block code designed by Arnone et[al]. This code is a
neral purpose flow solver designed for simulations of flows in
complicated geometries. The code solves the full compressible,

Contributed by the International Gas Turbine Institute and presented at the 4 _ inp . . 3
International Gas Turbine and Aeroengine Congress and Exhibition, New Orlc-:-a§géynolds averaged Navier-Stokes equations using a multi-stage

Louisiana, June 4-7, 2001. Manuscript received by the International Gas Turbg@nge'KUtta_ bas?d multigrid methOd- It uses the finite VOlu.me
Institute February 2001. Paper No. 2001-GT-156. Review Chair: R. Natole. method to discretize the equations. The code uses central differ-
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Fig. 2 Experimental rig
—— Table 1 Run conditions
Pressure ratio across the blade row 0.69
Exit Reynolds number 2.57E6
_ 1245cm Inlet Mach number 0.30
A " Turbulence intensity 5%
Fig. 1 Airfoil and shroud definition Inlet angle 44.9 deg.

Fig. 3 Blade tip /passage and grid construction
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encing together with artificial dissipation to discretize the convec-
tive terms. The overall accuracy of the code is second order. The
present version of the cod&,8,9 employs thek—w turbulence
model developed by Wilcokl0,11] with modifications by Menter
[12]. The model integrates to the walls and no wall functions are
used. For heat transfer a constant value of 0.9 for turbulent Prandtl
number, Prand a value for Prandtl numbéPr) equal to 0.72 is
used. Viscosity is a function of temperature through a 0.7 power
law [13] andCp is taken to be a constant.

Geometry Modeling and Grid System

As in [2] the complete two blade passage was modeled. This
was done to achieve better agreement with the measured pressur
distribution on the tip in the cited work. Figurge3 shows the
blade surface and the modeled mean-camberline strip. Fighre 3
(reproduced fron{2]) shows the grid for the complete passage
including the splitter plate. Figure(® shows the surface grid on
the blade tip with the radiused edge and the mean-camberline
strip. The grid details on the tip including the mean-camberline
strip is shown in Fig. &l). Figure 3e) shows further the details of
the grid around the strip. The topology is designed such that the
viscous gridlines stay near the surfac¢exluding the strip and
do not spread in the “inviscid” regions of the flow. The main
differences between the present simulation and the actual geom-
etry are twofold: The mean-camberline in the experiment is made
up of piecewise straight lines and starts right at the leading edge
whereas in the CFD simulation the strip is placed as a continuous
strip and starts at a location 5 percent of axial chord and not from
the leading edge. This was done for practical grid generation rea-
sons. The grid is generated using a commercially available com-
puter program calleridPro™. The model of Fig. 3 consisted of
1.2 million cells when a sharp edge tip was used. The number of
cells were 1.4 million for the geometry with the radiused edge
smooth tip. For the present case of a blade with a meap- . . ) ) .
camberline strip 1.8 m_iIIion (_:ell_s were used. The vis_cous grida%g'iui eﬁgggn:ilgje [zg;ter;résiu(;f terljzggvzi;)n ;2‘3 tﬁer:r?'ggr;%ér "ne(a)
generated by embedding grid lines where needed, including t&ﬁp
grid around the splitter. The stretching ratio did not exceed 1.25
for the viscous grid away from the no-slip surfaces. The distance
to the first cell center adjacent to solid wall is such that the dis-
tance in wall units,y*) is near or below unity. Specifically in the
tip region the number of grid cells from the tip of the strip to th
shroud was 50, and from the tip surface to the shroud was
cells. Further details about the grid may be founddh

Tip Leakage Rate and Efficiency Comparisons. Tip leak-
age flow rate is often a good indicator of tip losses and tip heat
nsfer in relation to different tip treatments. Usually the smaller
flow rate the lower the losses and smaller the tip heat transfer.
Since it is difficult to measure the tip leakage flow rate, the com-
putations can serve to provide such information as has been done
Results and Discussion

Along with the conditions given in Table 1, a very thin bound-
ary layer thickness of 0.1 percent of the passage height was im-
posed at the inlet to the computational domain upstream of the
flow splitter (at the location of upstream turbulence grid in Fig. 2
The tunnel side walls were modeled using a slip boundary condi-
tion [2].

Figure 4 shows the streamline patterns of the flow in the tip
clearance. Due to the rounded edge of the tip, the flow has little
difficulty negotiating the turn into the clearance passage. In con-
trast on a sharp edge tip, a separation vortex forms along the
pressure side edge of the blade tip thus narrowing the passage and
thereby reducing the leakaf®]. Figure 4b) shows the streamline
pattern with the strip present. A separation vortex pattern behind
the strip can be discerned from that figure. Figure 5 shows the
pressure distribution over the blade tip. Note that the areas of low
pressure are associated with high velocities. In Fig. 6, the velocity
vectors over the blade tip for several axial cross secti¢ig.

6(a)) and a plane parallel to tip at the half height of the strip are
plotted(Fig. 6(b)). The figures show that the flow behind the strip
possesses a high velocity component parallel to the strip. It also
shows that the velocity is reduced as the strip is approached. This
flow pattern has implications for the blade tip heat transfer whighig. 5 Pressure distribution (P static /P,) over the blade tip
will be discussed later in this paper. surface
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Fig. 7 Simple radiused edge blade tip. Heat transfer coeffi-
cient for 2.03 mm clearance and Tu =5 percent (W/m%K): (a)
measured [3] and (b) calculated.

) ) ) ) to be 1.06 times the inlet total temperature. The heat transfer

Fig. 6 Velocity vectors colored by the velocity magnitude  |V|  ¢oefficient was calculated on the blade tip where a constant tem-

perature boundary condition is imposed. An effectively adiabatic

. . boundary condition was imposed on all the other surfaces.

here. Tablg 2 below shows the tip leakage as a fraction of the totglln Fig. 7, the radiused edge blade tip heat transfer is reproduced

mass flow into the blade passage. Note that the total mass flow,isy, [2]. The agreement between the experiment and simulation

for two passages. _ , for this case is consistently better than 15 percent over the entire

Table 2 shows that the mean-camberline strip reduces the ﬁd)g Figure 8 shows experimental and calculated tip heat transfer
leakage by 20 percent as compared to the radiused edge bladgjp

he tip with the mean-camberline strip. The area of the largest

clearance, as shown in that table, the reduction in the leakagge on the experiment and the simulation. Referring to Fig. 5, this
mass flow rate is 28 percent. Also shown in Table 2 isYi@ctor 564 corresponds to the area of low surface pressure and thus high
which is a measure of total pressure loss. The case with the meghyo ity over the blade tip. There are some discrepancies between
camberline strip, although with lower tip leakage than the roundgge simulation and the experiment. They include the magnitude of
case, produces a larger loss. This also was the case with g o\ jsland on the suction side near the strip and the apparent
squealer tip case of Reff5] where the reduction in leakage wasg,y, value adjacent to the strip on the pressure side. These are
not accompanied by a calculated improvement in efficiency. |ixely caused by geometry differences between the model and the
Heat Transfer. The rate of heat transfer is presented in term@xperiment discussed earlier or by the inadequacies of the turbu-
of heat transfer coefficient which is defined as: lence model. The breakdown of the one-dimensional conduction
assumption for the experimental data near the edges can also play
_ Quail a role in those differences. In the simulations the rate of heat
h= (Twan— Tintet) 1) transfer drops as the strip is approached on the pressure side of the
. . . strip and decreases away from the strip on the suction side. Figure
Tinier is the inlet total temperature afid,q is the wall tempera- g ghows that the fluid velocity is diminished as it approaches the
ture. Ty Was determined from the experimental measuremenigi, on the pressure side. This reduction in velocity reduces the
heat convection to the blade. On the suction side of the strip there
is a vortical zone within which the flow has a large velocity com-

Table 2 Tip leakage rates and total pressure losses ponent parallel to the strip. This streamwise vortex continually
feeds core temperature air to the blade tip, thus increasing the heat
) Percent transfer. This accounts for the high heat transfer rate predicted by
Tip treatment mass flow Y the numerical simulation.
Radiused edge 2 5% 0.118 It shpuld be npted that without the mean-camberline strip, due
- - to the increase in the clearance, the rate of heat transfer for the
Radiused edge+MCL Strip | 2.0% 0.125 case of Fig. 8 would be larger than that of Fig. 7 for most of the
o blade tip surface except near the tail. The tail area in Fig. 6 does
Sharp edge 1.8% 0.114 have a smaller rate of heat transfer. This has been reporfédjin
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to my colleague, Dr. Erlendur Steinthorsson, for his reading and
criticism of the manuscript. Some of the computations were per-
formed on the CRAY-C90 of NAS at NASA Ames Research Cen-
ter.

Nomenclature

= constant pressure specific heat
h = heat transfer coefficient
Pr = Prandtl number
R = gas constant
Re = Reynolds number
T = static temperatureT,
Tu = turbulence intensity
V = magnitude of the velocity(R T,
y" = dimensionless distance from a walf /7, 7p/v
v = specific heat ratio
7 = shear stress
Y = total pressure IossPtO— Ptllpto_ P,

)1/2

Subscripts
t = total conditions
w = wall value
0 = inlet condition
1 = exit conditions
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Film-Cooled Turbine Endwall in a
Transonic Flow Field: Part
|—Aerodynamic Measurements

Thermodynamic and aerodynamic measurements were carried out in a linear turbine
cascade with transonic flow field. Heat transfer and adiabatic film-cooling effectiveness
resulting from the interaction of the flow field and the ejected coolant at the endwall were

Friedrich Kost measured and will be discussed in two parts. The investigations were performed in the
. . Windtunnel for Straight Cascades (EGG) at DLR tBmgen. The film-cooled NGV end-
Martin Nicklas wall was operated at representative dimensionless engine conditions of Mach and Rey-
) ) nolds number Mgs=1.0 and Rg=850,000 respectively. Part | of the investigation
Institute of Propulsion Technology, discusses the aerodynamic measurements. Detailed aerodynamic measurements were car-
German Aerospace Genter (DLR), ried out in the vicinity of a turbine stator endwall using conventional pressure measure-
37073 Gottingen, Germany ments and a Laser-2-Focus (L2F) device. The L2F served as a velocimeter measuring

2D-velocity vectors and turbulence quantities and as a tool to determine the concentra-
tion of coolant ejected through a slot and through holes at the endwall. Pressure distri-
bution measurements provided information on the endwall pressure field and its variation
with coolant flow rate. Pressure probe measurements delivered cascade performance
data. Oil flow visualization and laser velocimetry gave a picture of the near endwall flow
field and its interference with the coolant. A strikingly strong interaction of coolant air
and secondary flow field could be identified. The measurement of coolant concentration
downstream of the ejection locations provided a detailed picture of the coolant flow
convection and its mixing with the main flow. The relative coolant concentration in the
flow field is directly comparable to the adiabatic film-cooling effectiveness measured by
thermal methods at the wall[DOI: 10.1115/1.140011)2

1 Introduction flow to better withstand the circumferential pressure gradient. The
rseshoe vortex at the blade leading edge may be weakened or

High pressure turbine stages have to withstand increasingggengthened by upstream air injectic

high thermal and aerodynamic loads. Therefore, thorough infor-

mation on the turbine aerodynamics and heat transfer is needed to

enable the design of an efficient stage and particularly the design

of efficient cooling systems. The endwall region is typicall2 Experimental Apparatus

cooled by film cooling and as the endwall flow patterns are rather ] )

uncertain, coolant flows are often excessive and injection loca-2-1 The “Windtunnel for Straight Cascades” (EGG).

tions unfavorably distributed. At the endwall, the interaction of N experiments reported in this paper were performed in the

coolant air and secondary flow field plays a crucial role, and therélindtunnel for Straight Cascades at the DLRtGwen. The fa-

fore, aerodynamic and thermal measurement methods have tc“Biy is of the blowdown type with atmospheric inlet. The ambient

combined; only a complete picture of the complex threedir first passes a silica-gel dryer and enters the cascade after a

dimensional flow field enables further improvements. contraction. Downstream of the cascade, the flow passes an ad-
The term secondary flow is used for flows with transverse corfiiStable diffusor and the main butterfly valve and enters, finally, a

ponents appearing at the endwalls of turbine flow passages. M&f€ Vacuum vess¢10,000 m). This vessel is evacuated by two

features of the secondary flow are a saddle point at the endwalf§S Of sliding-vane vacuum pum(x250 kW), enabling con-

front of the blade nose, 3D-separation lines connected with voriluoUs measurements with a measurement time between 15 to 17
utes in a transonic flow case. The inlet total pressure of the

ces like the horseshoe vortex at the blade leading edge, the HQ? de i | h bi h Id b
sage vortex which is induced by the endwall crossflow from pre§&Scade IS equa to the ambient pressure. The Reynolds number

sure to suction side, and finally counter or corner vortices Causnumnt?etrb‘?h\e/a(;fv(\jnlsr;?:;rinsczgggy, rgsuéulfe %f%lcgggcg(fjeﬂ;g a'\c/liicst:e d

by the main vortices. Sieverdifd] provided an extensive review b¥ the éetting of an annular diffl?sor |

of secondary flow behavior in turbine blade passages. In Fig. . : . . N
A : he cascade is mounted between two circular disks establishin

manyksec;)néiary flow features occuring in a turbine blade pass'%ﬁgside walls of the flow channel. The inlet angle is adjusted byg

are sketched. :

Injecting coolant into the secondary flow field will cause a maéymzmg this assembly. The test section dimensions are<386
sive interaction of the fluid flow§2,3]. Many authors of film mnY, which allows the special cascade of these tests to consist of

cooling studies have noted that endwall air ejection can weak%@cblades‘ i.e., 12 blade channels with flow. For more details, see

klas[10].
secondary flows, notably the endwall crossflow and consequent Coolant air is provided by the central compressed air supply.

the passage vortex are diminished in strergtrg]. qulant flow By passing a heat exchanger the coolant air could be adjusted to a
momentum re-energizes the boundary layer, enabling the endV\ba?f set temperature levé-5°C to 90°Q being lower or higher

) ) ) ) than the main flow temperature levi@mbienj. For the aerody-
Contnbuted by the I_nternatlonal Gas'Turblne Institute and prg;ented at the 4?f8mic measurements, always isoenergetic conditions, i.e., a cool-

International Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, .

Louisiana, June 4-7, 2001. Manuscript received by the International Gas Turb@Bt temperature equal to the main flow temperature was chosen.

Institute February 2001. Paper No. 2001-GT-145. Review Chair: R. Natole. The air passes standard measuring orifices and remotely con-
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Fig. 1 Sketch of secondary flow features in a turbine passage i 1.0
according to Langston  [4] d "
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trolled valves to adjust the desired mass flow rates. Finally, the air [\ 0 1.0 X/'ax ]
is fed to two cavities in the blade platform from where it is ejected \.Slot 4
into the main flow. j -1.5

2.2 The Turbine Stator and Film-Cooling Geometry. The
investigated stator is a nozzle guide vane of an HPT and w
designed by DaimlerChrysler MT(Munich) in the course of the
AG TURBO project. Some data on stator geometry are given in
Table 1.

The experimental arrangement comprises a state-of-the-art sgecial seeding generator and injected in the settling chamber into
tor including a platform film-cooling set-up. At the cascade sidéhe flow. These particles are small enough to follow the flow even
wall near the center line of the tunnel where normally minerdi supersonic regions where shocks ocicli].
glass panes enable the observation of the cascade flow, one sidét DLR-Gattingen the Laser-Two-Focus Techniquie2F) is
wall was exchanged with an instrumented plate simulating thigutinely applied to acquire flow field information for cascade and
endwall platform of a cooled turbine. Two types of instrumentetirbomachine flow$12]. The system measures 2D-vectors of the
platforms were manufactured, one for the aerodynamic measuflgid velocity. An advantage of the 2D-system is the slender light
ments, the other one for the thermal measuremésgs Part Il: cone of 7.5 deg enclosed angle, which provides excellent access to
Heat Transfer and Film Cooling Effectivengs$he platform for narrow blade channels. A statistical evaluation procedure is nec-
the aerodynamic measurements was made from metal equipgégary to extract the desired mean flow valugs, and the mean
with the coolant ejection configuration and 144 pressure tappinfysctuating valuesu’?, v'?, andu’v’ from the stored velocity
distributed in two blade passages. distributions. Using the measured total temperature, the velocity

A cooling slot of width 1.2 mm was positioned with its down-can be converted to a Mach number. In order to have a value for
stream edge 7.2 mnx(l ,,= —0.20) upstream of the cascade andhe turbulence intensity which is comparable at different locations
extended over nearly 5 pitches. In two blade passages coolinghe flow, the turbulence level,u, was normalized either with
holes are distributed according to Fig. 2. There are 19 holes phe cascade upstream velocity in the case of measurements
passage arranged in three rows in the forward part of the nozieide the cascade or with the cascade downstream velogity
platform. The hole diameter is 0.6 mm. Figure 3 shows a sectitine case of measurements downstream.

&ﬁg. 2 Geometry of the stator and the cooling configuration

through the platform. The coolant air for the ejection through the —
slot and the ejection through the holes could be controlled inde- Vu'2+v'?)/2
pendently. Tu= BT 1)
1,2
2.3 The Laser-2-Focus Measurement Technique.The
measurement principle of L2F is rather simple. The L2F-
measuring device generates two highly focused light beams in the
probe volume which act as a ‘light gate’ for tiny particles in the Slot
flow. The scattered light from the particles provides two succes- Ueo
sive pulses and from the time interval between the pulses the B=45° Holes
velocity perpendicular to the laser beams can be deri@etiod| N //'/’
[11]). The two foci of our special L2F device had diameters of 8 B,=35°
pm and their separation was 210u8n. The necessary particles X d\\ %

are oil droplets of 0.3um diameter, which are produced by a

Plenum Chambers

Table 1 Geometric parameters of the nozzle guide vane T6.2 Coolant (Toc, Poc @nd M)
chord | axial chord | pitch throat trailing edge span Supply
I{mm] | lo [mm] | ¢[mm] | o[mm] | diameterfmm] { A [mm]
60 35.82 40.80 113 1.12 125 Fig. 3 Section through cooling geometry (schematic )
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The error for the Mach number is equivalent to the velocity erroffable 2 Flow parameters of the stator cascade at midsection

as the error of total temperature doesn'’t play a role according tLl I inlet | it
sensitivity analysis. Errors for velocity and angle include a statis- =

tical part due to the number of events which are averaged during1sentropic Mach number May;is | 0.175 1.00

a measurement. This part is the main reason for different errof velocity u 59.0 m/s | 311.6 m/s
bars inside and outside of wakes. Bias errors are due to errors if Reynolds number Re 024-10°] 0.85-10°
the determination of focus distance and particle flight time. All | Design mass flow (per blade channel) 7n 340 g/s

these errors were discussed by KpkB], the present laser mea-
surements were accordingly analyzed and the experimental uncer-
tainties(on a 95 percent confidence leyélave been determined:
The error bar for the Mach number was 0.003 outside the wal
and 0.006 inside. The error bar for the angle was 0.2 deg outs
the wake and 0.4 deg inside.

I,;e right side of the last equation is a quantity called adiabatic

m cooling effectiveness when taken at an impermeable (aall
Z=0: subscript ‘Oloc~subscript ‘recovery log’as under certain
assumptions, e.g. ignoring effects of compressitilify,15,16

2.4 The Coolant Concentration Measurements. The de- the relative coolant concentrati@mon, can be set equal to adia-
velopment of coolant concentration downstream of the slot ametic effectiveness.
the ejection holes could be investigated by seeding only the cool-In Eq. (5), the densityp, is still unknown. It can be approxi-
ant flow and counting locally the number of particles per secondately determined from the measured Mach number, the total
which pass one of the laser foci. As seeding particles, the sateeperature, and the total pressure at inlet. By determipjydn
submicron oil particles were used as in the L2F velocity measurésis way only total pressure may be incorrect, but when ignoring
ments(see previous sectiphso we are certain that the particlescompressibility the difference between thpig, and the exact one
follow the gas flow and as the seeding particles are added to ikenegligible. Outside of boundary layers and wakes ihis
coolant well ahead of the coolant plenum chambers, the oil dropquals the exact one, also for compressible flows. Sources of er-
lets are evenly distributed throughout the coolant. During the 5rars in the concentration values were of different origin: Statistical
of measurement time up to 30,000 particles passed the focus thasnting errors were negligible as normally thousands of particles
ensuring a small statistical counting error. The counting rate of oilere counted at one measurement location. Stray light only
particles is equivalent to the measurement of the local coolgsityed a role near surfaces, especially at pressure and suction side
flow rate. Kapteijn[14] determined the development of the cooland a minor role at the minimum distance £ 0.5 mm to the
ant from a turbine stator trailing edge slot with the same measuesdwall. In the evaluation procedure the determination of main
ment procedure and received convincing results. flow densityp,,. produces an error, especially in the downstream

In order to distinguish stray light from the metal surfaces fromlane. Accordingly, the uncertainty of the absolute concentration
stray light originating at the seeding particles, two measuremen@lue cory, is estimated to be normally 8 percent, related to a
were always performed: First a measurement without seeding theximum value of 1. In the downstream plane the uncertainty has
flow, followed by a measurement where the ejected coolant wtis be doubled, mainly because of an optical interference of the
seeded. The two resulting particle flow rates were subtracted frdaser beam with the shock, discussed at the end of Section 4.4.
each other to obtain the real relative coolant flow rate.

By summing up the particle flow rafgounting ratg j(y,z) in
a measurement plane of constargxtending itself from the suc-

2.5 Pressure Measurements. The static pressures at the
sidewall could be measured at 144 locations. In order to determine
é@_a performance of the cascade, wake flow measurements were

tion to the pressure side of the blade channel and from the si de by t . id id-lik be head
wall to a certain distance from the sidewall where not any mo ade by traversing a pyramid prolgpyramid-iike probe hea
éth a hole on the top and holes on each of the four gidas

particles could be detected, the relative coolant flow rate can . . . ; )
converted to an absolute flow rate. The sum of the measured ?‘-h'nd and a simple Pitot probe in front of and shortly behind the

ticle flow rate is in proportion to the known total coolant masgascade. The Pitot pro.be head had a diameter of 1 mm and the
flow traversing the measurement plane: pyramid probe head size was 3 mm. In the case of L2F- and

Pitot-pressure measurements in the same plane, the L2F results
. Ze (Ve (local Mach number and anglend the Pitot pressure could be
mc:k'f f i(y,2)-sing(y,z)dydz (2)  combined to obtain local flow datavith the exception of span-

z=0/ya wise anglé in the same way as from the pyramid probe. But,

The proportionality factor is namekl The local flow angleg is whereas due to the probe size, reliable pyramid probe measure-

taken from the L2F-velocity measurement. ments could be pe.rformed only further downstream, the .combl.na-

Besides, the following formula is validn=pu-F, and tion o_f L2F- and Pltot-press_ure measurements allowed investiga-
tions in a plane shortly behind the cascade.

3 Test Conditions

Different main flow and coolant parameters were investigated
in the AG TURBO platform cooling project. This presentation of
pU(Y,2)=k-j(y,2) (4) the aerodynamics concentrates on the transonic test case with one
) coolant flow rate for slot ejection and one for ejection from holes.
Factork can be determined from E), consequently the quan- preliminary experiments determined the flow at mid sectaee
titative local coolant flow rateu. is known at every measure- Taple 2; Reynolds number Re is based on stator true chord length
ment location. Further, let us assume that the concentration meg-|njet total pressure and temperature are ambient. The Schlieren
surements are taken so far from a coolant opening that thgoto Fig. 4 visualizes the transonic flow field. Mainly shocks and
velocity vectors of coolant and main flow can no longer be digyakes arising at the trailing edges can be seen.
tinguished, i.e.Uc=Ujoc aNd 3= Bioc, Whereuioe, Bioc @re Veloc-  The coolant parametas,, of Table 3 is the ratio of coolant to
ity vectors measured by L2F. Then the relative concentration gésign mass flow per blade channel. Pressures in the coolant ple-
coolant., |.e..the ratio of.coolant density to main flow density igym chamberg,. are related to the inlet total pressure of the
determined in the following way: main flow. The blowing ratioM = (pu)./(pu) . for the holes is
pe plle K (.2 Tooe—Tor varying considerably across the pitch as local velocify is

Ze Ye
F:Areazf f sinB(y,z)dydz 3)
z=0Jy,

Comparing with Eq(2), it follows:

CONg = = (5) much lower at the pressure side than at the suction side. Accord-
Ploc  PlocUioc  Ploctioc Toc™ Tox ingly, high values oM occur near the pressure side.
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Table 4 Parameters of the upstream sidewall boundary layer

| [ [mm] | T[i/h ]
Boundary layer thickness § 20 0.160
Displacement thickness 33 0.026
Momentum thickness 23 0.018
Shape factors Hi2=1421 H32 =176

Figure 7 presents an oil flow picture of the platform without
coolant ejection. By the oil flow traces, the direction of wall shear
stress is visualized. The oil flow traces are combined with velocity
vectors measured by L2F at a wall distance of 0.5 mm. The two
methods correspond rather well with a small divergence near the
suction side ax/l ,,=0.35 where the flow angle even at the small
wall distance of 0.5 mm seems to differ from the angle at the wall
itself. Some dominant flow features of secondary flow are visible
in the picture: the crossflow driven by the pressure difference
between pressure and suction side, the stagnation régaatule
point) in front of the blade leading edge, the influence of the first
trailing edge shock, leading to a locally considerably increased
Fig. 4 Schlieren picture of flow field in the stator at Ma  ,,  turning of the flow toward the suction side.
=1.00 In this context, the saddle point, indicated by the accumulation
of white color diagonally below the blade leading edge, plays an
important role: the slot, drawn into the picture, though not existent

The boundary layer at the sidewall upstream of the cascade Wi&ing the real oil flow measurement without coolant ejection,
measured with a Pitot probe and with L2F. The results are shoWjgverses the saddle point. Therefore it may be expected that the
in Fig. 5 and summarized in Table 4. The turbulence at mid segoolant ejection from the slot is interacting strongly with the sec-

tion was not so high to be representative for a real turbine, pedary flow.

because of the rather thick boundary layer, turbulence is increasf '0M the laser velocimetry in the axial measurement planes

ing already relatively far from the endwall. The upstream boundluantitative information on the secondary flow field is obtained.
ary layer is very similar to a flat plate turbulent boundary layefe complete survey is documented by Kost and Nickleg.

and the thickness of the boundary layer may not be far from a rd4pures 8 and 9 present some interesting details. First of all, the
inlet flow to an HP turbine vane. Mach number diagram makes it clear that the thick upstream end-

wall boundary layer has been removed by the interaction with the

. . bladerow. The Mach number at a wall distance of 0.5 nafi (

4 Results and Discussion =0.004) is still near the Mach number far away from the wall in
4.1 The Flow Field Without Coolant Ejection. The Isen- contrast to the velocity decrease in the upstream boundary layer

tropic Mach number distribution shown in Fig. 6 has been derivéi9- 5. . ) .

from the measured sidewall pressure distribution. At the suction The angle diagrams show the typical behavior of secondary
side a maximum isentropic Mach number of 1.17 is attained, iflow (please note that according to our angle definition lower val-
dicating the transonic nature of the flow field—compare it with

the Schlieren photo, Fig. 4!

Table 3 Coolant flow parameters |

Me Cm pOC/pOI Mmean Mmin Mnaa 0 T
slot } 43¢g/s| 13% 1.03 1.3 :
holes | 1.1g/s | 0.32% 1.30 3.0 1.4 3.7 - ]
~ i
0.2 >-0.5
Lo ® .
= 01 i
e——e L2F-measurements at x/I,, = -0.5 |
0.0 I { i I 1 4
8 1 4
- 6 |
xR
=) 4 -
pm
) —~— ]
. —— 1.5
1.00 — ]
£ 099 o= L
fo% [-— -~ probe measurements at x/I,, = -2
0.98 ' ] '

0.0 0.1 0.2 0.3 04 0.5
Distance fromwall z/h
Fig. 6 Isentropic Mach number distribution at the sidewall
Fig. 5 Sidewall boundary layer upstream of cascade without coolant ejection  (Ma,;s=1.00)
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Fig. 9 L2F measurements at x//,,=0.35 and at two wall dis-
tances (z=0.5 and 20 mm), without coolant ejection

same direction as the endwall crossflow. Its effect is visible in the
increased near wall flow turning near the pressure side but no
3D-separation line can be seen.

Fig. 7 Qil flow picture of sidewall together with velocity vec- 4.2 Coolant Ejection Solely From the Holes. There are 19
torsl measured by L2F at a wall distance of 0.5 mm, without holes per passage arranged in three rows in the forward part of the
coolant ejection nozzle platform(see Fig. 2. The first L2F-measuring-plane was
placed atx/l ,,=0.10 just downstream of the first row of 10 cool-
ant ejection holes and Fig. 10 presents results from the laser mea-
ues indicate more turning toward the blade suction)sidear the syrements.
suction side the flow direction at 0.5 mm wall distance is pointing The turbulence intensity, and still more pronounced, the coolant
away from the profile contour indicating the suction side leg afoncentration, make the distinct coolant jets from the 10 holes
the horseshoe vortex. This leg of the horseshoe vortex produggsible. The coolant jets near the pressure side are clearly sepa-
less turning at the wall compared to midsection up to a position gfted from the wall, toward the suction side the jets are more and
y/t=—0.72 atx/l ,,=0.10 andy/t=—0.79 atx/l 5,=0.35 which more approaching the wall. The four coolant jets near the suction
proves that the 3D-separation line associated with the horseskgg seem to be well attached to the endwall. The reason for this
vortex is moving toward the suction side which it finally hisee different behavior of the coolant jets is the varying blowing ratio
Fig. 7). of the coolant, which is strongly increasing from values of 1.6 at
The pressure side leg of the horseshoe vortex is not as easyH® suction side to values of 3.7 at the pressure &ide Table B
detect as the leg of the horseshoe vortex that is circulating in tiiee higher kinetic energy of the suction side main flow is able to
bend the coolant jets toward the endwall, whereas the low energy
main flow near the pressure side is penetrated by the coolant jets.

0.4 , 1 l T The second L2F-measuring-plane was placed/at,=0.35
\ [ © contour Mach number | downstream of the last row of 3 coolant ejection holes near the
g 03| @ <= 2 pressure side. Figure 11 presents results from that measurement
L
[ a N 7 plane.
202|5§ s > 2
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Fig. 8 L2F measurements at x//,,=0.10 and at two wall dis-
tances (z=0.5 and 20 mm), without coolant ejection; contour
Mach number from a profile pressure distribution measure- Fig. 10 L2F measurements at x//,,=0.10 with coolant ejection
ment at z=20 mm from the holes only
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In this plane, distinct jets are not easily visible. In the turburFig. 12 L2F measurements at x//,,=0.10 and at the wall dis-
lence diagram, high turbulence levels are observed near the etadce z=0.5mm (z/h=0.004); without coolant ejection and
wall. This is mainly caused by coolant ejection as without coolatith coolant ejection from the slot only
turbulence had a maximum level of 11 percésee Fig. 1% The
three highest turbulence peaks with values of 19 percent and more
indicate the coolant from the last row of three holes near the
pressure side. The peak nearest to the pressure side is not visiblén explanation for the flow movements in taealirection may
in the concentration plot, a fact we attribute to the effect of straye found by looking at Figs. 12 and 14. In these figures the results
light from the pressure side spoiling the concentration measud-L2F-measurements at a wall distance of 0.5 mm are presented.
ments locally. Coolant concentration is generally higher near tfidne coolant ejection from the slot produces radical changes in the
pressure side which is caused by the larger number of ejectioear wall flow field. These changes have their origin in a consid-
holes near the pressure side compared to the suction side of ¢éngble intensification of the horseshoe vortices observable in the
blade channel. There may be some coolant near the suction idev angle diagrams.
remaining attached to the wall and possibly not detected by theln the measurement plane»at ,,=0.10 an angle minimum of
concentration measurement which had a nearest measurement@lideg (i.e., flow direction circumferentially towards the suction
tance of 0.5 mm to the wall. Additionally, the suction side leg o$ide is observed af/t=—0.31 followed by an increase of the
the horseshoe vortex washes the coolant away from the suctamgle of more than 80 deg in a distance of only 2 mm in the
side. The combined action of the pressure side leg of the horgedirection. This means that at this location neighboring fluid
shoe vortex and the endwall crossflow have moved part of tkheashes against each other and has to move upwards. This is in-
coolant away from the pressure side, too. Therefore coolant cafieating the 3D-separation line connected with the pressure side
centration has its maximum arougdt = 0.45. leg of the horseshoe vortex watt=—0.35.

In the diagram of the pitchwise angle the difference to the flow The suction side leg of the horseshoe vortex is intensified, too.
angle without coolant was plotted. It can be seen that positiis footprint can be seen af't=—0.71 where the flow angle is
angles in excess of 12 deg occur near the wall. This showsrareasing in a rather narrow region, indicating a 3D-separation
decrease of the endwall crossflow as positive angles indicate l&éss. Accordingly the concentration plot in Fig. 13 is showing a
turning towards the suction side of the blade channel. The coolanbvement of coolant away from the endwall around the locations
from the holes is obviously strengthening the endwall boundaof the 3D-separation lines. The Mach number is locally decreased
layer enabling it to better withstand the pressure gradient froamd turbulence increases in the vicinity of the 3D-separation lines.
pressure to suction side. In the measurement plane st ,,= 0.35, similar features as at

4.3 Coolant Ejection Solely From the Slot. The slot is
placed upstream of the bladerow entrance/af,= —0.20. Fig-
ures 13 and 15 present the resulting coolant concentrations in the

measuring planes of/l ,,=0.10 and 0.35. The coolant mass flow 006 { & coolantconcentrationC, . £
from the slot is fourfold compared to the mass flow from the holes ¢ 4, g e \ o
(see Table B Therefore, it is not astonishing that mean coolant = S §
concentration in the measuring planes is higher with slot ejection 002§ 2 :
than with ejection from the holes, in spite of the larger down- 0 L

stream distance from the slot to the measuring plane. The coolant - 0

in the measuring planes has spread considerably away from the

endwall; the spread has two maxima which are associated Wiiy. 13 Coolant concentration from slot ejection at X1 4y
flow movements away from the wall. =0.10
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Fig. 14 L2F measurements at x//,,=0.35 and at the wall dis-
tance z=0.5mm (z/h=0.004); without coolant ejection and
with coolant ejection from the slot only

lX/IaXdIO..ZI.O caBn bhe3(E)b_serve(($e.e Fl!gs. 1h4 and 153[’3 they are ﬁﬂ 16 Qil flow picture of the endwall together with velocity
ess 'St'nCt' ot separation lines have moved nearer to t\/ ors measured by L2F at a wall distance of 0.5 mm, with
suction side. coolant ejection from slot and holes

The intensification of the horseshoe vortices is strongly con-
nected with coolant ejection from the slot and the question arises
as to what kind of mechanism may cause that intensification. Theuld be best to move the slot upstream. From the oilflow picture
slot traverses the saddle point region of the endwall flow in fromt 50 percent increased distance between slot and blade leading
of the blade leading edge as already mentioned when discussitiyge seems to be sufficient to prevent the intensification.
Fig. 7. In the saddle point region the approaching endwall bound-
ary layer flow is moving upwards as it is not able to overcome the
pressure rise in the stagnation region at the blade nose. Thi‘j%/
happening already without coolant ejection and leads to the w
known horseshoe vortex. If additionally coolant is ejected at t

saddle point with a momentum-component normal to the wall,

is likely that the horseshoe vortex is amplified. In our opinion thi§ma“ divz_argence near the suction sideddg,=0.35. 'I_'he oil flow
explanation is the most probable one. picture with coolant ejection from slot and holes differs from the

If the slot would be moved much closer to the blade Ieadin%' flow picture without coolant in great detail. A general effect of

4.4 Coolant Ejection From Slot and Holes. In Fig. 16 the

| shear lines with coolant ejection are visualized. In the lower
lade passage velocity vectors measured by L2F at a wall distance
Hg 0.5 mm are added. As in the case without cool@ig. 7) the
ygctors show good correspondence with the oil flow traces with a

edge it has to be expected that an adverse effect could lant ejection already discussed above is made visible by the oil

achieved: The horseshoe vortex system could be decreased Q¥ traceI(Y)lin Fig. 1& whe_nhcompartled to track) inh_F ig. 7'h|t
strength because the coolant ejection would reduce the revef@@ Pe clearly seen that, without coolant, trég is hitting the

endwall flow in front of the blade nose. But then a stronger pitctpuction ?]ide ﬁround.lla)(:.g.S wherz]reas, V:;ith coolant, trre]w{af()j
wise pressure variation at the slot exit would endanger the peProaches the suction side much more downstream, thus demon-
etration of(hot) main flow gas into the slot. strating the weakening of endwall crossflow by coolant ejection.

Therefore, in order to prevent such an intensification of the The $|°t fejection intensifie_s the horseshoe vorti_ces. The 3D-
horseshoe vortices as observed with the present configuratiorpgParation lines connected with the horseshoe vortices are drawn
into the oil flow picture, too. Especially the 3D-lift-off line of the
pressure side leg can be identified by the measured velocity vec-
tors: they are pointing towards the lift-off line forcing the fluid to

006yg  coolant concentration C,, b escape in the-direction. The bifurcation of the 3D-lift-off lines
£ op4li — upstream of first row of coolant holes is caused by a separation
N g § bubble behind the slot.
0021 3 B In Fig. 17, results from the concentration measurements in
0 eal plane x/l ,,=0.10 with coolant ejection from slot and holes are

presented. The upper picture shows the coolant concentration in
the case of seeding only the coolant from the holes. This picture
Fig. 15 Coolant concentration from slot ejection at x/1,  should be compared to Fig. 10 where coolant was ejected solely
=0.35 from the holes. It can be seen that the coolant from the slot influ-
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Fig. 17 Coolant concentration in plane  x//,,=0.10 with cool-
ant ejection from slot and holes

ences the flow in such a way that some of the coolant jets from t S i
ten holes in the first row are lifted further away from the wall g4z
others are moved nearer to the endwall, the biggest influences _ [
obviously near the locations of the horseshoe vortices. = 0.081

The lower picture in Fig. 17 shows the coolant concentration |
the case of seeding only the coolant from the slot. This pictu ™04/
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s 10 Fig. 19 Overview of flow values in downstream plane X1 o5
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1 w r
(1]
o i o 0.6
ore | 1B
2 g_ 0.2 should be compared to Fig. 13 where the coolant from the slot is
] —52 0.0 made visible, but no coolant was ejected from the holes. The

coolant concentration from the slot in Fig. 17 can be well com-

pared to that from Fig. 13, if one bears in mind that the unseeded
Fig. 18 Overview of flow values in plane  x//,,=0.35 with cool- coolant jets from the holes disrupt the plane. In the case of coolant
ant ejection from slot and holes ejection from slot and holes, the total coolant concentration in this
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plane is acquired by adding the concentrations from the upper ahdt side of the wake which arises from the pressure side and
the lower picture. It can be stated that the coolant concentratiotrease at a slower rate when leaving the wake at the side coming
field in the plane«/I ,,=0.10 is dominated by the coolant from thefrom the blade suction side. The Mach number is additionally
slot. In the case of slot ejection, the additional ejection from thacreased when traversing the shock from below. In the wakes
first row of holes seems to be of not much use with the exceptidarbulence is increased, too. A further peak of turbulence occurs at
of the hole nearest to the suction side. the shock location which is caused by slight shock oscillations

In Fig. 18, results from the L2F measurements in plaflg, leading to an apparent elevated flow turbulence in the L2F mea-
=0.35 with coolant ejection from slot and holes are presented. $nrement result.
the Mach number diagram, the velocity increase from pressure toTypical features of secondary flow can be seen looking at the
suction side is the dominant feature. In the flow angle diagram tHew angle plot. At the endwall and near the suction side of the
pressure side leg of the horseshoe vortex strengthened by the slake the flow turning risegblue coloy, indicating the remnants
ejection can be distinguished remarkably well. A near wall flowf the endwall crossflow from pressure to suction side which pro-
movement toward the suction sideydt= — 0.45, as already men- ceeds to roll up to the passage vortex. At the right, near the pres-
tioned when discussing Fig. 14, is connected with a flow moveure of the wake, a countervortex is visible, transporting fluid at
ment toward the pressure side at the same y-position but furttilee endwall to the pressure side of the wélezl coloy and above
away from the endwall. The location of this vortex is indicated bthe endwall into the opposite directidftight blue colo). This
a circle drawn into the plot. countervortex occurs at the pressure side of the wake in contrast

The indicated strong vortex is not the only one which may b the sketch in Fig. 1, but our measurement location is already 10
recognized in the flow angle plot of Fig. 18. At both sides of thpercent downstream of the blade trailing edge, therefore it is not
pressure side leg of the horseshoe vortex, two more vortices c@ar wether the countervortex has its origin at the blade pressure
be deduced from the flow angle field—vortices which rotate iside or has moved circumferentially from the suction to the pres-
opposite direction to the horseshoe vortex and which obvioustyre side of the wake.
have their origin in the rotational movement of the strong horse- Around y/t=—1.35 andz/h=0.04 the wake is deepest when
shoe vortex leg. In combined action with the vortex left of it, théooking at Mach number and total pressure; turbulence level, Rey-
pressure side leg of the horseshoe vortex produces a 3ilds shear stregsot shown hereand coolant concentration ex-
separation line in between them where fluid is moved away frohibit a local maximum. This spot probably marks the remnants of
the endwall. Together with the vortex right of it, the pressure sidle pressure side leg of the horseshoe vortex, closely neighboured
leg of the horseshoe vortex produces a 3D-attachment line in he-the passage vortex; in any case it marks the location of fluid
tween them where fluid is moved to the endwall and where cofrom the endwall boundary layer which has been transported onto
sequently a maximum of wall shear stress and heat transfer cartte suction surface by the passage vortex and has been shed into
expected. the wake at the trailing edge.

The plot of turbulence intensity in Fig. 18 shows first the up- Coolant concentration in the planext ,,=1.10 has its maxi-
wards movement of turbulent fluid at the locations of the 3Dmum in the mid passage, as already visible/t,=0.35. Con-
separation lines connected with the horseshoe vdsea discus- centration near the wake pressure side is diminished by the end-
sion of Figs. 12 to 1pand secondly some turbulent spots causeglall crossflow transporting fluid from the pressure to the suction
by the ejection from the holes. Turbulence levels of 30 percent asigle of the blade passage. In contrast, the endwall crossflow is
easily exceeded whereas a turbulence level of roughly 10 percenpplying coolant to the suction side of the wake, as mentioned
was attained without coolant. above.

The lowest picture in Figure 18 displays the coolant concentra-There is a peculiar minimum of coolant concentration near the
tion in the case of seeding only the coolant from the slot. Thishock location. We suspect that this may be due to the measure-
picture is globally very similar to Fig. 15 where the coolant froninent method: The laser beam of the L2F is transmitted radially
the slot is made visible, too, but no coolant was ejected from th@o the blade passage. When measuring near the shock the beam
holes. The coolant from the slot is concentrated in a mid passageraversing parallel to the density gradient caused by the shock
region and has its maximum a short distance away from the engh it may happen that the beam is slightly deflected by the den-
wall which is partly due to the displacement effect caused by t@ﬁy gradient—an effect which is exploited when making
ejection from the holes. o Schlieren pictures, but which may lead to a slight defocussing in

The second picture from below in Fig. 18 shows the coolagiyr case. Velocity measurements are hardly affected, but a strict
concentration in the case of seeding only the coolant from th@ndition for the concentration measurements is a spatially and

holes. This picture should be compared to Fig. 11 where the co@dmporally constant visibility of the tracer particles, a condition
ant from the holes is made visible, too, but no coolant was eject@ghich may be hurt by the deflection of the laser beam.

from the slot. As the effective coolant concentration in the plane
x/1 .x=0.35 is obtained by adding the concentrations from the slot4.5 Cascade Performance. At x/l,,=1.10, downstream of
and the holes, it can be seen that the ejection from the holes atftR cascade exit, L2F- and Pitot-pressure measurements by probe
some coolant to the coolant fluid from the slot near the pressuteuld be combined to obtain all the flow values in the traverse
side and at two spots near the suction side, but mainly stays in #lgane which are necessary to determine the performance of the
region where already the coolant from the slot has its maximueascade. The smallest distance to the endwall which could be
concentration. achieved with the probe was 2 mm, whereas the L2F could take
The cascade downstream plane where velocity measuremengasurements down to 0.5 mm distance to the endwall. Pitchwise
by L2F and concentration measurements were carried out, waxeraged quantities could be derived by integrating the inhomo-
located atx/l ,,=1.10. A certain distance away from the endwalpeneous values at a constant distanfrem the endwall over one
the dominant flow features in this plane are shocks and waess pitch. Area-averaged values were determined by integrating over
Schlieren photo Fig. 4 and oil flow picture Fig.)16 an area that covered a pitch in circumferential direction and a
In Fig. 19 results from the measurements in that plane wigpanwise distance from=2 mm (z/h=0.016) to an optional dis-
coolant ejection from slot and holes are presented. In the topmtatce from the endwall. After this data reduction, by applying the
picture of this figure the measured Mach number is plotted. Tleguations of conservation of mass, momentum, and energy
shock location is indicated and especially the extension of th#8,13,10, the homogeneousmixed ou} flow Mach number
trailing edge in direction of the mean downstream flow angle Ma,, the flow angleB, and the cascade losses are known. As a
marked as a thin line. From left to right Mach number and totddss parameter, the energy loss derived from enthhlpy used
pressurgsee below decrease steeply when entering the wake &t9].
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ap area averaged loss additionally the losses at mid section and the thermodynamic en-
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the case of coolant ejectid20].

Fig. 20 Pitch-averaged flow values at  x//,,=1.10, Ma,;s=1.0
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where the summation is carried out over all coolant open(imgs

In Fig. 20, some averaged flow values from the downstreagex j).
plane are displayed as functions of the wall distancEhe effect  The difference of the area-averaged loss and mid section loss is
of coolant ejection on the near wall flow angle has been alreag)yproximately the net secondary flow loss, as the contribution of
discussed; also the comparison of the pitch-averaged flow an &t flow boundary layer was checked to be negligible in the
without and with coolant ejection exhibits less turning near thgresent case. Some error has to be taken into account, because the
wall and more flow turning from a wall distance of=0.02 to  probe measurements could not be extended to the wall and there-
0.08, resulting in a more uniform exit flow angle with coolantgre the endwall flow betweern=0 and 2 mm had to be excluded
ejection. from the considered area.

The pitch-averaged turbulence level with coolant ejection is At Ma,=0.8 the area-averaged logss reduced by coolant
exceeding the turbulence level without coolant at all spanwisgjection from slot and holes, whereas ata 1.0 this is not the
locations up ta@/h=0.15. This behavior is in accordance with thesase. This behavior depends on the balance between the produc-
results of the L2F measurements inside the passage where coofgit of losses by the coolant and the beneficial effect of coolant
ejection from the slot or the holes always led to a considerabdgergy being higher than the local energy of the main flow. At
increase of the turbulence leviglee Figs. 10 to J4Adip in the poth Mach numbers the thermodynamic energy lggswhich
pitch-averaged Mach number ath=0.04 is connected with a correctly takes the coolant energy into account is exceeding the
turbulence peak roughly in the same region, whereas pitClass level without coolant.
averaged losses display more scatter in their peak location. Loss is
mainly determined by the probe measurement and as the prabe .
location could not be so precisely defined as the L2F measuremgnt Conclusions
volume, it may be that the scatter of the loss peak locations isThe film-cooled endwall of a high pressure turbine nozzle guide
partly due to errors in the probe location. vane, equipped with a cooling slot in front of the vane and cooling

When ejecting coolant through slot and holes, the loss and timeles inside the blade passage, was explored by experimental
bulence peaks, as well as the location of the Mach number dip sthniques like laser velocimetry, coolant concentration measure-
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ments, surface pressure distribution, and probe measurements. Ag- = density

ditionally, thermal measurements were performed; their results %ﬁbscripts

reported in Part Il: Heat Transfer and Film Cooling Effectiveness. "

The flow field upstream, inside, and downstream of the blade row0 = total condition

was investigated in detail with and without coolant injection. Thetx = axial

interaction of the ejected coolant with the main flow turned out ¢ = local main flow _

be rather strong. The main results are: 1,2 = stator inlet, stator exit
is = isentropic

» Endwall cross flow, and consequently the passage vortex, i$ = coolant
reduced by coolant ejection, both by ejection from the holes
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Film-Cooled Turbine Endwall
in a Transonic Flow Field:
Part Il—Heat Transfer and
Film-Cooling Effectiveness

Thermodynamic and aerodynamic measurements were carried out in a linear turbine

cascade with transonic flow field. Heat transfer and adiabatic film-cooling effectiveness
Martin Nicklas1 resulting from the interaction of the flow field and the ejected coolant at the endwall were

measured and will be discussed in two parts. The investigations were performed in the

Windtunnel for Straight Cascades (EGG) at the DLR, Goettingen. The film-cooled NGV
endwall was operated at representative dimensionless engine conditions of Mach and
Reynolds number Mg =1.0 and Rg=850,000 espectively. Part Il of the paper dis-
cusses the thermodynamic measurements. Detailed temperature measurements were car-
ried out on a turbine stator endwall. In order to determine the surface heat transfer and
adiabatic film-cooling effectiveness, an infrared camera system in a rectilinear wind tun-
nel measured the endwall temperatures in the transonic flow field. The adiabatic film-
cooling effectiveness was determined using the superposition method. Measurements were
carried out to first, validate the assumptions of theory and second, analyze the error
associated with the measurements. Effects of coolant ejection from a slot and three rows
of holes were investigated and compared with each other. The influence of Mach number
and blowing ratio on the heat transfer were further aspects of the investigation. Strong
variations in heat transfer and film-cooling effectiveness due to the interaction of the
coolant air and the secondary flow field were found. Based on the results of this investi-
gation an improved cooling design will be investigated in a follow-up project.
[DOI: 10.1115/1.1397308

Institute of Propulsion Technology,
German Aerospace Genter (DLR),
37073 Gottingen, Germany

1 Introduction effect of the secondary flows. Additionally this process is con-

nected with a rise in turbulence level. Graziani et{ @].and Har-

The accurate prediction of heat transfer, film-cooling effec:tivg/—ey et al.[8] observed a rise in heat transfer due to the three-

ness, and th_e aerodyn_amlcs of _hl_gh-pressure t“fb'”e stages plaéﬁﬁ'ensional separation line from the pressure side branch of the
crucial role in the design of efficient turbomachines. Designs f

"Yaorseshoe vortex. This effect though, was not observed by

new high-pressure turbine stages require resistance to increasi : :
high thermal and aerodynamic loads. Therefore, thorough infr@- gler and RusselP]. A strong increase in heat transfer occurs

i the turbine’ d ) d heat t for i ue to the strong secondary flow fields at the suction side corner
mation on the turbine's aerodynamics and neat transter 1S nee ir [1], Graziani et al[7]). In the throat, the heat transfer in the
to enable the design of efficient cooling systems by decreasing

. - . tion side corner is dominated by the passage vd@eaziani
amount of coolant air needed. One of the most efficient coohr@ al.[7]). Downstream of the cascade, the wake region at the
methods is film-cooling, where coolant air is extracted from th : ) |

: A ndwall is particularly endangered by high heat transfers rates
compressor and discharged through slots and holes in the bla Byziani etpal[7], Goslldstein a%d Spor{[Q],gHarvey et al[8)).

an_q endwalls in HPT stages. In the ideal case, after Iea_ving tNerhe horseshoe vortex within the area of the leading edge causes
orifices, the coolant air forms a stable and smooth protective layﬁrdecrease of the film-cooling effectivene3akeishi et al{3])
between the hot malnstre_am_and the surface Of the COMPON&RLy|ant ejected upstream of the three-dimensional-separation
Due to the increase in turbine inlet temperatures, intensive COO“nges does not cool downstream of these liiEsiedrichs et al

of the endwalls is of crucial importance. In the endwall regiorn g)) The passage vortex leads to a fast decrease of film-cooling
strongly three-dimensional effects from the main flow intera ectiveness in the pressure side corf@lir [1], Burd et al

with the ejected coolant. These three-dimensional flows signi ]). Granser and Schulenbe&@] improved fiIm-éooIing eﬁeé-
cantly influence loss and heat transfer in the turbine. Prediction gfoe5q by increasing the blowing ratio. Investigations by Jabbari
the coolant location is very difficult. The first published work 0Nyt 4. [13] showed that the correlation between film-cooling and

;andvx;all f"”;'??c’“ng(ll::’la"t [1])”']3 unusual in investigating heat o main parameters like cooling ratio at the flat plate is similar to
ransier and fiim-cooling togetner. t ?t of a turbine endwall.

Heat transfer measurements have shown that at the endwall,
next to the leading edge, the heat transfer is increased by the
horseshoe vortefBlair [1], Gaugler and Russ€l2], Takeishi[3], .
Wedlake et al[4], Boyle and Russe[5], York et al.[6]). Thisis 2 Superposition Method
the result of a thin boundary layer, which is formed from the The quantities of interest in film-cooling experiments are the
heat transfer coefficierit and the adiabatic film-cooling effective-
'Present address: Department of Engineering Science, University of Oxforlessy; . The parameten is a scalar that describes the relationship
Parks Road, Oxford OX1 3PJ, United Kingdom. between the local heat flux and the defined temperature difference
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h/hy y=0 ' d=du
e Q/\ho y=o00 t=0 (7)
.
1 \\ h=h, Unblown Wall Line Reformulating, we have three solutions
Det \ | \\‘\\ (@ g=qy, tc#0 HtW:TW_Tr,IOC (general
etrimental; N (b) g=0qy, tc=0 —t;,=Tiwn—T (isoenergetic
i i Beneficial™ wr tC iw iw r,loc \IS ’
Region ' Region S (©) q=0,tc#0 —ta,=Taw— T} oc (diabatic wall.
0 S~ 0 Assuming a linear function, the general solution of the heat
) ) transfer equatioffa) is obtained through summing the solutions of
Fig. 1 Linear dependence of heat flux on coolant temperature the isoenergetidb) and the adiabati¢c) boundary conditions.
(Metzger [20]) Reformulating, the adiabatic wall temperature is given thy

=t,—tiy . In both casega) and(b), due to the specific heat flux

dw, a higher temperature level is attained than when observing a

film-cooling situation on an adiabatizinheategd wall. The tem-

gi=his(Ty—Taw) (1) perature differencé,, remains constant, independent of the abso-
. . . lute wall temperature, because of the energy equation’s linear de-

By choosing the adiabatic wall temperature, the heat transfer Gihgency on the temperature. This signifies that the two
be expressed by a coefficiemg , which is a function of the aero- eagyrements, whose results are subtracted, are carried out on the
dynamic flow field and independent of the temperature boundafijeall with identical film-cooling proportions and heating
layer conditions. The convective and conductive influence on hedf\er. In the following the assumption that=Toc—T; oc

transfer will be decoupled. Another definition describes convet=t 1. should apply. The cooling effectiveness is therefore

tive heat transfer with the equation: described by the relationship:
q¢= hf(TW_Tr,Ioc) (2) _Taw_ Tr,loc~ tw—tiw ®)

This equation will be used here. The coefficianis related to the K Toc—To  tc

temperature of the injected fluid. In the following the fluid is air. )

These two definitions are connected by the linear dependence3of Experimental Apparatus

the heat transfer coefficient on temperature: The experiments reported in this paper were performed in the
h. h Wind-tunnel for Straight Cascades at the DLR Goettingen, and are
h_f: h_”(17 70) (3) described in Part I—Aerodynamic Measurements.

0 0

] ] ) 3.1 The Turbine Stator and Film-Cooling Geometry. The
The wall temperature is often expressed by the dimensionlgggestigated stator is an HPT nozzle guide vane and was designed
temperature: by DaimlerChrysler MTUMunich) in the course of the AG Turbo
_ project. The experimental arrangement comprises a state-of-the-

Tm TW . . - . . . .
=_= (4) artstator including a film-cooling setup. The film-cooling configu-

Tw= Tt loc ration consists of a slot in front of the cascade inlet and three rows
of holes in the front third of the endwalFig. 2). The slot repre-
sents a split between combustion chamber and the first stage of

Taw— Tr.loc the turbine in the real machine. Slot and holes possess an inde-
7T T (5) pendent air supply. The air passes through a plenum chamber

oc 10 before it enters the cascade. In the plenum chamber, total pressure

denotes the change of temperature on a adiabatic wall at the pgipt , total temperaturdoc, and coolant mass flom¢ are mea-
of interest due to the temperature difference between the injecttred. Some data on stator and cooling geometry are given in Fig.
fluid and the main flow, and the shift of the boundary layer caus@d The slot injects the coolant into the cascade in the direction of
by the coolant jet(Teekaram et al[14]). In an incompressible the main flow at an angle @#s=45 deg to the endwall at a depth
flow field, the effectiveness); is equivalent to the coolant con- to width ratio ofl 5/s=6.0. In two of the passages, on the respec-
centration(Eckert[15], Teekaran14]). To apply the superposi- tive endwalls, there are 19 holes. These are arranged in three rows
tion method, the general equation of heat transfer is simplified lyy the front third of the endwall. The holes have a depth to diam-
several assumptions. The following coordinates are in reference to
the flow field (Fig. 1).

The velocityu in thex direction dominates the steady-state flow
field. The properties and e of the ideal gas are not dependent
on the temperature and therefore dependent on the aerodynamic
properties alone. Terms inare negligible and the characteristics
of the boundary layer are simplified. As such, the time-averaged
Navier—Stokes equations will apply. The energy equation is then
described by the formula:

(€]

The adiabatic film-cooling effectiveness,

Holes («}
o[
-287

S2is]vlo | |ovfniniwini—= F
(]

ot . ot (aten) Pt u &p) vtey au)2 ©) 363

u--tv-=—(atey)=5=——|-~ v Test Conditions: 443

X % % pCp | X Cp % inlet {outlet gg:

The difference in temperatureis related to the local recovery PeolkPall 100 | - | 43731

; - 3% T2

temperatureT, .. The following boundary conditions should 167 isles

apply: wms] | 590 3116 |8 1423-31

Re 340000850000 H-Fi3d

t=T—=T; oc mJo] | 340 | 340 | [19340

x=0, y=0:1t=tc, tc=Toc—Ti10c=Toc™ Tox Fig. 2 Endwall film-cooling arrangement and test conditions

Journal of Turbomachinery OCTOBER 2001, Vol. 123 / 721

Downloaded 01 Jun 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



eter ratio ofl g /d=14.5. This ratio was selected because the end- Table 1 Film cooling parameters

wall for the heat transfer measurements is made of plastic and - A M M| M
therefore had to possess sufficient solidity and high insulation. me | em=mcime (mean) me max
The holes are drilled at an angle 8§=35 deg to the endwall. In

addition, each hole possesses a compound antglighe inlet flow slot 4.3g/s 1.3% 1.3 - :
(Fig. 2. holes 1.1g/s 0.32% 3.0 1.4 3.7

3.2 IR Measurement Setup. The endwall used for measur-
ing heat transfer and adiabatic film-cooling effectiveness consists
of a high-temperature plastic materidECATRON) with a ther- 3 4 pata Evaluation and Procedure. A temperature field
mal conductivity of 0.2 W/mK and a maximum operating teMpp, the endwall was created with the heating foils. The IR-camera
perature of about 500 KFig. 3). In order to create a constant;onstantly measures the stationary temperature distribution on the
specific heat flux, heating foils were appended on the wetted sufqwall. This distribution settles in with the flow approximately
face of the passage. The he_at!ng foils were composed @fo minutes after starting the wind tunnel. At each point of the
manganin-meander. This material's resistance changes at ogijwall, a temperature, higher than the total temperature of the
10 °/K caused by temperature. Conduction losses at the endwgdhin flow, is reached. In 10 minutes, approximately 250 IR mea-
were measured by twelve heat flux send@dF 20453-8 which  syrements are taken, to capture the smallest changes in the tem-
were integrated into the endwall. Surface temperatures were mgarature field. The results of the IR-measurements consists of 20
sured by an NEC 6T62 infrared-camera syst¢Rrsystem and pictures at the end of the IR-film. The temperature data of these
thermocouples. The image of the test plate surface was digitizgidtures are arithmetically averaged and the obtained temperature
by an array of 256207 pixels. All signals from the IR-system, fie|d is calibrated and standardized using a temperature reference
thermocouples, heating foils, heat flux sensors and pressure gysm the thermocouple@Nicklas[16]). Because all measurements
tems were measured in a time-synchronized manner. To accafre done at slightly differing temperatures of the main flow, the
plish an optical access to the test section at the IR-wavelengthsradata of a test series required for a result of the superposition
ZnS-window was substituted for one of the endwalls. The windowethod is related to one temperature: the average total tempera-
was fitted with holes for mounting the bladésg. 4). ture of the test seriee.g., To..=296 K), while the temperature

3.3 Test Conditions. A variety of test cases with different Of the main flow differs, €.9AT,..=0.7 K. At the same time, all

main flow and coolant parameters were investigated in the couféevam data of the wind tunnétemperatures, pressures, mass

of the AG Turbo project. The measurements of heat transfer afjg/VS: heating power and power lossase recorded. The specific
eat fluxqg (Eq. (2)) is calculated through the total heating power

film-cooling effectiveness presented here focus on the transo din th by the heating foils. Thi . |
test case, and primarily on one coolant flow rate. This results §¢nerated in the passages by the heating foils. This power Is cal-
Eulated with the potential difference of the electrically driven

one blowing ratio for slot and hole coolant ejection. The mai - . ) ) o
parameters of the wind tunnel are presented in Fig. 2 while t gating foils, and their resistancB+< 8.75(2). Due to the distri-

cooling parameters are described in Table 1. Further details Jigion of the meander on the heating féiig. ), a uniform
provided in Part —Aerodynamic Measurements. distribution of the power on the heating fgi:= 1800 mn, in-
cluding kapton-framing cannot be expected. The heat transfer
coefficient at a specific point on the endwall is calculated through
the average specific gross heating pogerof an imagined sur-
face around the point. The heat flax is obtained through the
proportion of heating coil e.gAgy=3 mn? present in the imag-
ined area around the point, e.§z=4 mn? in comparison to the
total power of the surface of the heating coll, =633 mnf).

Due to heat conduction and radiation from the endwall, losses
occur that are taken into consideration when determining the
: net heat flux from foil to flow field. The equation for net heat flux

H;awerﬁu'pgﬁy iS then
s 9=0F— Orad— O )

whereq,,q and g, are discussed below. The heat flgx repre-
sents the determined partial heat flux of the foil in the observed
grid surface. The surface specific heat radiatmpg= cre(va
—Téx) is taken as the radiation term of the equation. When cal-
. . ) culating radiation losses, the specially coated surface das
ﬂgésje,ﬁjﬁt';’aﬁﬁgngggem of fthe test setup for IR =0.95 (Nicklas[16]) and o denotes the Stefan—Boltzmann con-
stant. The losses resulting from heat conduction at the rear part of
i the platform are taken into account loy measured by sensors.
el \ L Typically values of the losses ag,~=0.3—1.8 percent and,

i 4 =7-9 percent related to the total heating power of the foil and
dependent on the surface temperature. The net heating power was
kept constant during all heat transfer and cooling effectiveness
measurements. The average net heat flux in the grid surface was
q=35 kwi/n?.

Mainstrear Uy,

Test Plate
~,

Bressure- Dats Acguisition (EGE} Thermaographic
sysiem -system

IR-Window Test Section

Coolant
i Supply

4 Validation of the Superposition Method

The use of the superposition method is based on the linear
properties of the energy equation during temperature variations.
The results used for the superposition must have equal parameters
Fig. 4 Practical arrangement of the test setup for IR- of main mass flown,, and coolant mass flown; . If the coolant
measurements at the EGG mass flow is held constant for two measurements, then the blow-

Biades

_Casing
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ing ratioM remains unchanged. The advantage of this methodheat transfer coefficiertt; /hy=1.1 at position 2, the change in
that the cooling effectiveness from two measurements with diffefieat transfer is very low. The absolute error of the individual
ent coolant air temperatures can be directly superpositioned. EagBasurements amountsAey= +5.02 percent. The results in the

result of endwall film-cooling effectiveness is then the direct subownstream region are more precise in reference to the absolute
traction (superpositiop of two temperature pictures of the IR-\ oo with errors smaller thai 7=+ 3.13 percent.

camera(Eqg. (8)). If, as in the present experiment, the coolant air N o o
temperature is varied for the two measurements, the result is drigure 8a) shows the relationship;=f(®) at position 2 for
change in coolant fluid density. Through this, the variablesd slot and all holes blowing simultaneously. The linear dependency

Toc/To. are changed. The result of the change in temperature ®R0Ws high correspondence with the results from the slot coolant
the linearity of the energy equation is therefore investigated. TH#Ction alone(Fig. 7(@). The corresponding values argy
is achieved by comparing the results of film-cooling effectiveness;0-4176 andzn,=0.4306. The absolute error of the individual
which can be obtained from two different derivations of the suneasurements is of a similar magnitude as when there is separate
perposition method: Results obtained from the subtraction of tvemolant ejection from the slot, with ;= +5.38 percent.
measurements are describedgs and results from the derivation
of the linear dependency of the heat transfer coeffidigr@nd the
nondimensional coolant temperatufeare described in the fol-
lowing as 74 (EQ. (3)). 091

The adiabatic film-cooling effectiveness results indirectly from ‘
the intersections of the straight lines and the abscissas. Theoreti-
cally, from a test series, a linear correlatibp=f(©) is made at
each point of the flow field from which the adiabatic film-cooling
effectiveness results indirectly. The obtained cooling effectiveness
at the observed point could then be compared with the result of Ty
the direct subtraction. To validate the theory, sections of the end- Ay
wall where strong three-dimensional effects and high velocity gra- i
dients prevail are chosen. The linear dependdneyf(®) is ob-
served at three points of the endw@lg. 5). Apart from the linear
dependency of the results of each measurement, the precision of
.the cooling effectiveness r.neaswemems are es?imated. The Fi&ig(?‘ 5 Positions on the endwall for data validation of h
is the result of a test series with coolant ejection from the slafy )
(Mg=1.3). They axis is the ratio of the heat transfer coefficients
hs /hy with and without coolant ejection, and is represented as
function of the temperatur®. In Fig. 6, positive values of the
temperature® mean that the coolant temperature is higher than
the main flow temperature.

The intersection of the straight line agdhxis defines the ratio

054 i1l

yit

-1.5-

of the heat transfer coefficients with the isoenergetic film-cooling. 1=0.7832

When the coolant flow reaches the total temperature of the main n,=0.8011 5

flow, the heat transfer coefficient at the observed position is 2.1 $=2.76%

times higher than without coolant ejection. This results from the m=+1.74% 11

influence of the suction side horseshoe vortex stimulated by the An=25.51%

coolant ejection. The linearity of different measurements, with 3 25 2 15 1 0.0'5 0 05 1 15

equal coolant mass flow but distinct coolant temperatures, is
clearly seen at individual points. The linear fit through the me#ig. 6 Linear dependency between heat transfer ratio and
surement points is extrapolated to the abscissa. The intersectiof@fdimensional temperature at position 1 for slot coolant ejec-
the straight line and abscissa represents the special case of no ht

transfer and therefore the case of the adiabatic wall. In this case, (4 (b)

the value of the dimensionless coolant temperafirns equal to

the reciprocal value of the adiabatic film-cooling effectiveness at n=0.4215 § :‘":%:;Z

the point of interest. The film-cooling effectiveness that is de- 7y~0-4362 51.56%

duced in this way is given ag,=0.801 in Fig. 6. P [ m=stten
The results by superposition of the individual measurements are AN=25,02% i A=28.18%

also represented in Fig. 6 and lie directly on the abscissa. As % 05

reciprocal values of the film-cooling effectiveness at the observed 0s

grid surface, they are clustered. The results should theoretically lie

on a point and coincide with the intersection of the line and ab- FTE A g 7 e D PRI Rl

scissa. The statistical values of the cooling effectiveness, obtained ) C )
using the direct method, are indicated as arithmetic average vafti¢ 7 Linear dependency hf/h,=f(®) at position 2 of Fig. 5
7:=0.7832 (standard deviatiors=2.76 percent and confidence(/@ and position 3 of Fig. 5 (7b) for slot coolant ejection
interval m=1.74 percent of the test series. The absolute error (a) (b)

A= +5.51 percent describes the precision of the individual re- 5 oarre [
sults at position 1 of Fig. 5 with a 95 percent confidence interval. 1,=0.4306 \;\‘ n.-0.1015
$=2.69%

§=2.22%
m=x1.48%
An=24.44%

Figure 7 shows the results at positions 2 and 3, resulting from
the test series with coolant ejection from the slot. Further down-
stream of position 1, the cooling effectiveness is lower due to

1
m=+2.69% B

An=+5.38%

mixing with the main flow. At position AFig. 7(a)), values of 051

7;=0.4215 and»n,=0.4382 are obtained for the cooling effec- 05

tiveness. In the trailing edge wake regi@osition 3, these val-

ues aren;=0.4125 andy,=0.4098. Because of the lower values o2 g 2 H 1

of cooling effectiveness, the intersection of the abscissa is at mugl. 8 Linear dependency h;/h,=f(®) at Position 2: coolant
higher values of the dimensionless temperatdr&Vith a ratio of ejection through (a) slot and all holes (b) all holes alone
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Figure 8b) shows the effect of coolant ejection from the holes 02 0 02 04 05 08 1 12 14,
on heat transfer, with a variation éf at position 2 of Fig. 5. The
absolute level of film cooling effectiveneésith an average value
of 7¢=0.1192 and a “straight-line-value” of3=0.1015 is low
in comparison to the measurements with slot coolant ejection.
Because of this, the dimensionless temperature at the abscissa
intersection is® =9.85. The absolute error of the measurement,
A ny=£4.44 percent, is the same as for slot coolant ejection. The
results of the validation show that the superposition method re-
mains valid with temperature differences of coolant air of around
30 K. The pressure gradients in the flow field do not influence the
linear dependency of heat transfer coefficient and temperature.
These results are confirmed by Teekaram eflaf]. The present Fig. 9 Heat transfer coefficient  hy: unblown wall
results show that an average absolute error Afy;
= *5.00 percent is obtained independently of the measuring point
on the endwall and the film-cooling configuration. the passage vortex and the connected secondary flow eftects

The uncertainty values of the heat transfer measurements weeg vortey. The large gradients in direct proximity to the slot are
calculated from the measurement errors in the absolute electrigal artifact caused by the border of the foil.
power of the heating foils, the losses by radiation and thermalin the downstream flow, the absolute values of the heat transfer
conduction, and the areas of the foil needed for calculation ebefficients(Fig. 13 are primarily characterized by a strong in-
the specific heat flux. An error afh==5.8 percent was calcu- crease due to the acceleration of the flow field. Downstream of the
lated by the method of Sachs7]. This value error may seem to cascade outlet, a maximum heat transfehgt 3714 W/niK is
be optimistic, even though the ordinate values of Figs. 6—8 sh@#used by the wake. Farther downstream, the heat transfer contin-
an optimal reproducibility and comparability with the theory, bugies to be three times as high as in the front part of the passage and
these values are ratios of the heat flux and therefore sources(égcheshozzgoo W/n?K. On the foil, the effect of the wake of
errors like lateral heat conduction in the foil are compensatege adjacent blade is detected at positidh,,=1.3 andy/t=
for. A maximum deviation oAh==*11 percent is estimated for _1 15 Between the wakes, the heat transfer coefficients on the
the heat transfer measurements. The direct boundary regione@fiwall are substantially smaller. At the same axial position, 55 to
the fOI|S ShOW |al’ger errors and cannot be |nC|Uded fOf the |nte’f5 percent Of the Values in ’[he Wake region are achieved_ The
pretation because of the strong lateral heat conduction. Theseg¥act of the wake can be explained by the increased turbulence
eas of larger errors possess a width of 1 mm at the surrounding@fel, which is five times as high in the wake as it is in the free
the foils. stream(part |, Figs. 19 and 20and the effect of the secondary
flows, which is discussed below. At circumferential positigrs
=—1.15 andy/t=—2.15, strong gradients in heat transfer occur.

. . . These are caused by the splits between the foils.
5 Heat Transfer: Results and Discussion The local temperature of the fluid at the endwall is a substantial

Based on the measurements, the influence of coolant ejectimarameter for the local heat transfer. If there is a strong exchange
on the heat transfer coefficient was analyzed. The effect of diffdsetween the fluid in the boundary layer and the cooler air in the
ent cooling configurations, as well as different blowing ratios iee stream, temperature decreases as heat transfer coefficient
considered with the Mach number held constant ab;Mal.0. rises. The secondary flows are the exchange mechanism here. An
Furthermore, the effect of different downstream Mach numbers awlditional effect, only in the rear part of the passage, is caused by
the heat transfer coefficient during operation without film-coolinthe inactive boundary layer of the vanes. This is a unwanted ef-
was analyzed. fect, but the mass flow in the vane boundary layer is very small in

The temperature difference used to analyze the heat transfelation to the mass transport due to the secondary flows from the
coefficients in the front part is that between the heated endwalidsection to the endwall and therefore for the discussed phenom-
temperature and the main flow total temperature. It can be expeagira this effect is neglectable. The dependency between intensive
mentally proven with the IR-camera that the recovery temperatwsecondary flows and the local rise of the heat transfer coefficient
in this area corresponds to the total temperature of the main flovan be transferred to the turbine, because the radial temperature
At the rear part of the platform, the heat transfer coefficients adéstribution downstream of the combustion chamber possess a
formed with the average recovery temperature, measured by #teng dependency in the radial direction. The highest tempera-
IR-camera. The average value of the recovery temperatutges occur in the mid section. At the hub and the casing the
amounts to 99.05 percent of the mainstream total temperature.t&mperature can decrease to 80 percent of the maximum value
clarify the results with film-cooling, they are presented in relatioColantuoni[18]). The secondary flows lead hot fluid toward
to reference measurements without film-cooling. The measutee endwall, and the temperature gradient and the heat transfer
ments analyze the aerodynamic effect of film-cooling on the heiatreases.
transfer coefficient, and therefore the cooling air is blown out with The results of the heat transfer measurements without film-
an isoenergetic temperature. cooling provide reference levels for measurements with film-
cooling in the next section.

5.1 Measurements Without Film-Cooling. The heat trans-
fer measurements in the front part of the passage, without film-5.2 Influence of Film-Cooling Configuration Geometry.
cooling, show a relatively constant level of the heat transfer coefhe following results show the change in heat transfer coefficient
ficients on the platforniFig. 9. A heat transfer coefficient di,  through film-cooling with the blowing ratié described in Table
=800-1200 W/rfK is achieved over the majority of the surfacel. In Fig. 10 a comparison of film-cooled to unblown endwall is
At the same axial position the heat transfer is higher at the bladeade for slot and all holes blowing simultaneously. The results
wall junction than in the center of the passage. This is caused digarly show that the increase in heat transfer is predominantly the
the secondary flow field, because the horseshoe vortex leadsesult of coolant ejection. The heat transfer coefficient rises next
high turbulence levels next to the blades. to the leading edge and downstream of the holes. The maximum

Downstream, the velocity of the main flow increases and thicrease occurs at the pressure and suction sides of the vane lead-
heat transfer rises. At the pressure side corner a strong increasmg edge (x/I ,,= —0.1 with y/t=—-0.2 andy/t=—0.95. Nor-
heat transfer occurs, from an axial positionxéf,,>0.4, due to malized to the reference value without film cooling, the heat trans-
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heat transfer over a large area in front of the cascade inlet. If the

results of the heat transfer measurements with film cooling are

compared with the oil and dye surface flow visualization, the heat

transfer can easily be deduced from the course of the wall stream
lines. In general, the lines of maximum shear stress also represent
areas of high heat transfer.

The heat transfer coefficient increases likewise in the region of
the holes. However, in comparison to the leading edge region, the
ratio is smaller with values dfi; /hy=1.5—2.5. This results from
the sixfold increase in turbulence directly downstream of the holes
(part I, Fig. 10, due to hole coolant ejection and from the super-
position of the horseshoe vortex’s reinforcement and the increase
in turbulence level. A decrease in heat transfer occurs on the pres-
sure side fronx/l ,,>0.5. This decrease continues far downstream
and occurs in all investigated configurations. The decrease can be
explained by the decrease in intensity of the passage vortex when
there is coolant ejection.

Further conclusions on the influence of film-cooling on the heat
transfer can be gained from a comparison of the single operation
of the slot or the holes. Simultaneous coolant ejectsot and all
holeg (Fig. 10 and single coolant ejection from the sl@ig. 11
are compared. The dominant influence of slot coolant ejection on
the heat transfer in the front part of the passagé,(= —0.2) is
obvious. The results with single slot coolant ejection likewise
clearly show the substantial increase of the horseshoe vortex due
to the film cooling. In the proximity of the leading edge, the heat
transfer coefficient is increased by 300 percent analogous to the
configuration when slot and holes are operated togefkér,
=-0.1 andy/t=—0.65. An important result of the investiga-
tions is that at the pressure side corner the heat transfer coefficient
is reduced. This effect is shown most clearly when coolant is
ejected only through the slot. A¢/l ,,=0.6 on the pressure side,
the heat transfer coefficient is only 75 percent of the value in the
unblown wall case. In comparison to the coolant ejection from
slot and holes, this is a decrease of 18 percent because, if all holes
are in operation, the turbulence level is much higlpert I, Figs.

10 and 1}. With coolant ejection only from the holéBig. 12), an
increase of the heat transfer coefficient ratio occurs downstream
of the cooling drillings 6;; /hy=1.5). This is caused by a rise in

Fig. 10 Heat transfer ratio h;/hy: comparison of film-cooled
to unblown endwall; slot and all holes blowing

Fig. 11 Heat transfer ratio h;/hy: comparison of film-cooled
to unblown endwall; slot coolant ejection

Fig. 12 Heat transfer ratio  h;/hy: comparison of film-cooled turbulence level in the observed argart I). The results of cool-
to unblown endwall; all holes blowing simultaneously ant ejection separately from the slot and the holes show that there
is no additive overlay of the effects taking place when they are
X, 0 02 04 0608 1 12 14 16 Operating together.

The results of the heat transfer measurements in the rear part
and the downstream region of the passage are represented in Figs.
13-16. The results also show the ratio of the heat transfer coeffi-
cients of the measurements with film-cooling to the measurements
without coolant ejection. In the front part of the endwall the Figs.
10-12 illustrate a decrease in heat transfer at the pressure side
corner due to coolant ejection, in the present figures, it is obvious
that the area with reduced heat transfer extends further down-
stream(Figs. 14, 15, and )6 This effect is qualitatively indepen-
dent of the cooling configuration.

If the wake region is approached from the extension of the

Fig. 13 Heat transfer coefficient  hy: unblown wall

w0 02040608 1 1214 186

fer increase in these regions is over 300 percent. This is caused by
the horseshoe vortex, which is amplified by the cooling air from
the slot(part I, Figs. 12 to 14

Directly downstream of the slot, only a small increase in heat
transfer occurs. This is explained by the results of the oil and dye
surface flow visualization with coolant ejectigpart I, Fig. 16,
which in this section show a separation of the flow. In front of the
cascade inlet, at the positiord ,,= —0.15 tox/l ,,= 0.0, the heat
transfer coefficient ratio increases up to valuehgefhy=2.64.
At this position, the oil and dye surface flow visualization show
the strong effect of coolant ejection on the secondary flow field. ;
The horseshoe vortex system near the leading edge is strengif- 14 Heat transfer ratio h,,/ho comparison of film-cooled
ened by slot coolant ejection. This effect causes an increasetarunblown endwall; slot and all holes blowing
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¥, 0 02040808 ¢ 121418 by film cooling. In addition, the comparison of the oil and dye
pictures with and without film-cooling makes this effect obvious
(part I, Figs. 7 and 16 The smaller intensity of the passage vortex
at the endwall and the connected secondary flow systengs,
trailing edge vortex causes the heat transfer coefficient decrease
(compare section 5)1

If the effect of single operation of slot and holes is compared to
the combined operation of slot and holes, then qualitatively a very
similar result is achieved downstream in all three possible con-
figurations. Although the slot and the holes strongly differ in ge-
ometry and blowing parameters, the passage vortex in the rear
part of the passage dominates the heat transfer. Effects, like the
local film-cooling concentration fall aside.

Fig. 15 Heat transfer ratio h;/hy: comparison of film-cooled
to unblown endwall; slot coolant ejection

5.3 Influence of the Mach Number. The influence of main
flow velocity on heat transfer coefficient in the rear part of the
passage is examined by varying the downstream isentropic Mach
number. The results are represented in relation to the reference
Mach number Mg;= 1.0 (unblown wall caspand are measured
without coolant ejection. The largest effect on the heat transfer by
a variation of the Mach number is to be found in the wake region
downstream of the cascade. If there is an increase of the isentropic
Mach number from Mg,=1.0 to Ma;s=1.2 then the heat trans-
fer coefficient at the hot spot downstream of the trailing edge
shows increases of 178 percéhrtg. 17). Upstream of the throat,
the changes in heat transfer are small. Since in both cases the
cascade is choked and the flow field in the throat is critical, the
acceleration upstream is similar. In particular, in the throat the
modification of the heat transfer coefficients can be neglected. It is
striking that downstream of the throat an extended area between
the wakes shows a lower ratio in heat transfer coefficients. The
values drop to 80 percent of the reference level and therefore
contradict the increase in the contour Mach nun{Behde{19]).
This could be the effect of the shock in the throat to the endwall
boundary layer. The impact of the shock causes a fast increase in
the thickness of the endwall boundary layer or leads to separation.
The consequence of this would be a reduction in heat transfer.

X1, 0 02040608 1 12 14 1

5.4 Influence of the Blowing Ratio. The effect of the blow-
ing ratio on heat transfer coefficient in the rear part of the passage
is examined by varying the coolant mass flow. The isentropic
Mach number is held constant at Ma= 1.0 for the coolant ejec-
tion from the slot and all holes. For clearer interpretation, the
results are represented normalized to the results with the blowing
nfiguration in Table IMg=1.3, Mz=3.0). If the coolant mass
and the blowing ratio are reduced to 50 percent of these
es, a reduction in heat transfer occurs upstream. In contradic-

Fig. 17 Comparison of different Mach numbers Ma  ,;;=1.2 and
May s o= 1.0 (without coolant ejection )

pressure side, the maximum heat transfer coefficient substantieﬁ
decreases due to film-cooling to 66 percent of the reference val%ﬁj

of the unblown wall caseFig. 14. The maximum heat transfer yjo, 16 that, the heat transfer increases at the pressure side corner
coefficient(hot spo} on the endwall directly downstream of the,d in the wake regiotiFig. 18. This means that, due to the
trailing edge though, is still approximately; =2500 W/nfK and  requced coolant mass flow, the passage vortex is influenced less
therefore high values of heat transfer are achieved. In Fig. 14, th&q s therefore formed more strongly and leads to an increase in
decrease of heat transfer coefficients can also be observed dowgyt transfer. The results clearly show that the reduction of the
stream of the adjacent blade at the positidh,,=1.2 andy/t peat transfer coefficient in the wake region is coupled with the

=—1.15. However, due to the larger range of the adjacent wakgieraction of the wake with the reduced secondary flow systems

the effect is smaller. ) ) _ (passage vortex, trailing edge vortex
In the extension of the suction side area of the wake region,

starting atx/l ,,=1.1 andy/t=—1.15, little or no influence on
heat transfer coefficient through film-cooling is detected. The de-
crease in heat transfer is in contradiction to the boost in wake
turbulence level caused by coolant ejection. With the Laser-2-
Focus-measurementk2F, for more detail see part | and Nicklas
[16]), a local increase of the turbulence level could be determined
to be caused by the coolafpart |, Fig. 20 and therefore an
increase of the heat transfer coefficient is expected. The decrease
in heat transfer can be attributed to the influence to the passage
vortex, which is influenced by the coolant ejection. The decrease
in heat transfer is linked to a flow mechanical effect and thus to
the modification of the secondary flow field by the coolant
ejection.

An explicit argument is given by the L2F-measurements th&lg. 18 Comparison of different blowing ratios M =50 percent
show a decrease of the turning angle next to the endwall caused M,.=100 percent

XM, 0 02040608 1 12 14 16
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6 Adiabatic Film-Cooling Effectiveness: Results and directly downstream of the slot. The results in Figs. 19 and 20
Discussion show very similar results both qualitatively and quantitatively. By
) o . ) the progression of the film-cooling effectiveness the effect of the

The adiabatic film-cooling effectiveness was also measured qRsrseshoe vortex can be detected very clearly in both figures. In
erating at the cooling configuration described in TabléMs o resyit with slot coolant ejection, as in the result with slot and
=1.3,Mg=3.0. The downstream isentropic Mach number wag, g an effectiveness maximum in the center of the passage is
_held constant at Ma=1.0. To "’?”a'yze th? effect of slot and hOIeshoticeable and can be detected clearly by the iso-lines of film-
in detail they were operated singly and in common. cooling effectiveness. Due to the two branches of the horseshoe

6.1 Results at the Front Part of the Passage.The front Vortex, the film-cooling effectiveness is reduced next to the blade
part of the passage extends from the slot to approximately the hall junction by the strong mixture with the main flow. Results
axial length downstrean(Figs. 19—-21 If both, slot and holes were compared at the axial sectiafl ,,=0.1-0.4. In this area
were used, then directly downstream of the slot the film-coolinglownstream of the hol&ssingle coolant ejection from the slot is
effectiveness amounts =90 percent. If the flow field is con- A#;=7 percent more efficient than with the additional operation
sidered on a virtual centerline through the passage, then dovaf-the holes. At first this effect seems contradictory, but can be
stream the effect of the bled air becomes continually smaller. Thégplained by the jet trajectories of the coolant ejected from the
is caused by the mixture of the coolant with the main flow. Thboles. At the first row of holes, the trajectories in proximity to the
decrease in film-cooling effectiveness is particularly strong on theessure side are away from the endwé&étlompare L2F-
pressure side corner of the passage. Due to the passage vortexiytbasurements, part. |Additional coolant ejection from the holes
cooling air is diverted towards the suction side and therefore cod¢ads to an increase of the turbulence level by a factor of up to six.
ant at the pressure side is removed rapidly. As a result, the coolant from the holes contributes to a stronger

If results from dual operatioiFig. 19 are compared with the mixing of the cooling air with the main flow, but within this
result from operation of the slot onl§Fig. 20, it is obvious that area, it does not lead to an increase of the film-cooling effective-
the substantial effect of the film-cooling effectiveness in the fromfess. If the coolant is only ejected from the holes, a film-cooling
part is caused by the slot. If the slot is in operation alone, gfectiveness ofy;=20 percent is achieved slightly downstream
film-cooling effectiveness close tg;=100 percent is achieved (Fig. 21).

The main benefits of coolant ejection from the holes are on two
sections downstream of them wtt=—0.3 andy/t=—0.7. This
results from the large number of holes at these positions. Between
both sections a local minimum of the film-cooling effectiveness
develops and indicates values aroupa=8 percent. The coolant
from one of these sections at the positigih=—0.7, is pushed to
the suction side corner and does not contribute to the film-cooling
efficiency at the platform. The coolant, which is ejected in the
section next to the pressure sidg/t(=—0.3) also succumbs to
the influence of the passage vortex and is deflected towards the
suction side. Therefore in the pressure side corner a local mini-
mum of ;=5 percent occurs. In spite of the influence of the
passage vortex, the coolant front = —0.3 remains in proximity
to the pressure side. This is caused by the compound angle of the
holes near the pressure side and especially by the high blowing
ratio of the coolant ejected from them. Due to these blowing pa-
rameters the coolant trajectories possess a large inertia in relation
02 0 02 04 06 ®EF 1 12 x| to the influence of the secondary flow field. As a result, the cool-

TN ant from this section contributes to film-cooling effectiveness fur-
ther downstream of the passage.

Particularly conspicuous in Fig. 21 is the maximum of film-
cooling effectiveness at the positiow/l,,=—0.1 and y/t
= —0.65. This effect was observed during all series of measure-
ments with single coolant ejection from the holes and is caused by
the position of the slot, since the slot passes the saddle point on
the endwall. During the investigations into the effect of the holes,
no coolant was ejected from the slot. Thus air of the main flow
enters the plenum chamber of the slot in the area of the saddle
point (pressure maximujnDue to the position of the two plenum
Fig. 20 Film-cooling effectiveness  #;: slot coolant ejection chambers, the ingested air of the main flow takes on the tempera-
0. ture of the adjacent plenum chamber, partly supplying the holes.
e — : Within the area of the pressure minimum of the slgot/t(
= —0.65) the ingested air is discharged again: an apparent film-
cooling effectiveness is obtained. If the slot between the combus-
tion chamber and the first stage of the HPT passes the saddle point
on the endwall, it might be possible that the hot gas from the main
flow penetrates into the slot, this would entail a high thermal
loading for the platform and the disk. This phenomenon could be
caused by modifications from cooling design parameters, like
changing operating conditior(g.g., startingor by briefly occur-
ring phenomena, e.g., the so-called “hot-streaks,” which are
caused by the combustion chamber.

92 0 02 04 06 08 1 12 xi

Fig. 19 Film-cooling effectiveness  #;: slot and all holes blow-
ing simultaneously

Fig. 21 Film-cooling effectiveness  #;: all holes blowing simul- At the observed front part of the passage, the benefit of the slot
taneously prevails over the effect of the holes. This is due to the higher
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coolant mass flow from the slot, which is quadruple to that of theomponent, which is perpendicular to the blade surface. The pen-
holes, and accentuated by the different configurations of slot aettation of coolant into the boundary layer is then prevented.
holes and the associated blowing parameters. Thus the coolarih the unblown wall case, the results of the L2F-measurements
from the slot is ejected with a moderate blowing ratidl{ show that close to the endwall, the turbulence levels increase five-
=1.3) and the blowing ratio of the coolant ejected from the holdsld in comparison with the free stream and that due to the coolant
(Mg=3.0) is obviously too high. ejection, the turbulence level in the wake is locally doubled. Be-
yond that, the coolant ejection causes a widening of the
turbulence-rich wake region. In the cascade exit plane, the pas-
) e vortex causes a deflection of the suction and the pressure-
rear part of the passage/(a,=0.6-1.55) are shown. Figure 22sid% branches of the horseshoe vortex toward the suction-pside cor-
shows the result of the film-cooling effectiveness for dual operda, next to the trailing edge. These and possibly different

tIOB tOf ;['h?l slot al?d thel holesf. ¥Y'th'n tlhls dof\f/vn?tream ar®@econdary flow systemgorner vortex lead to an expansion and
substantially smallér: values or Tiim-cooling €eliecliveness aigiansification of the highly turbulent region next to the endwall

measured than in the front part of the passage. Due to the distag 8 thus cause a strong mixture of the endwall fluid with the main

covered by the coolant, mixing of coolant with main flowg. “Therefore, coolant is mixed into the wake and this effect
takes place, so that the _beneflt_s of film-cooling decrease SrONgMads to a decrease in film-cooling effectiveness downstream of
The endwall pressure distribution shows a clear effect of eject cascade

coolant on the shock in the throat conversely the film-cooling If the results of common operation of slot and holEtg. 22

effectiveness shows no effect of injected coolant on the shogk, compared with those of single coolant ejection from the slot
(Nicklas [16)). _ (Fig. 23, the coolant ejection from the holes causes an increase in

Dpwnstream of the cascade/ (a.x>.1'0) a decrease qf the film- film-cooling effectivenessy; downstream of the cascade, next to
cooling effectiveness occurs within the wake region o e pressure sid&/|,=1.1; y/t=—1.3 and in the area next to
=10 percent. This results primarily from only small amounts ﬂe suction side(x/?x :1_’2 and y/t=—1.9 as far asAz;
coolant entering into the boundary layer of the blades. If theg \orcent At these positions this can also be detected if the
boundary layer of the blades increases, this indicates a velogifgts of coolant ejection solely from the holes are analyzed since
the gains in the film-cooling effectiveness are the high€s.

24). In particular, single coolant ejection from the holes leads to
an increase of up tey;=14 percent downstream of the cascade.
The beneficial effect of the holes is also displayed by the L2F-
measurements of the coolant concentration during common opera-
tion (part I, Fig. 19.

These results show that the amount of coolant from the holes at
the positionsx/l,,=1.1 andy/t=—1.3 is approximately 25 per-
cent of slot coolant and therefore corresponds to the slot/holes
ejected coolant rati¢Table 1. However, after achieving values of
7n:=20 percent directly downstream of the drillings, the film-
cooling effectiveness decreasesstp=11 percent at the position
x/4,=0.7. At first, it is surprising that in the rear part of the
passage some regions, especiallyxét,=1.1 andy/t=—1.3,
exhibit similar values, despite the strong mixture of the coolant
Fig. 22 Film-cooling effectiveness  #;: slot and all holes blow- with the main flow. This effect results from the clustered holes at
ing simultaneously the circumferential positiory/t=—0.3. The results of the L2F-
concentration measurements at the axial positidh,,=0.35
show that a large part of the coolant ejected from the holes is
distant from the endwallpart I, Fig. 18. Due to the acceleration
of the flow field, the coolant is diverted to the endwall again and
therefore contributes to film-cooling effectiveness downstream of
the passage.

6.2 Results at the Rear Part of the Passage.In Figs. 22—
24, the results of the adiabatic film-cooling effectiveness in t

0 0.2 04 06

7 Conclusions

Measurements of heat transfer and adiabatic film-cooling effec-
tiveness at the endwall of a turbine nozzle guide vane were carried
out. These investigations are the first known where the complete
extension at the endwall in transonic flow field is analyzed. In
combination with the aerodynamic measureméptst I), the rel-
evant points are:

Fig. 23 Film-cooling effectiveness  #;: slot coolant ejection

02040608 1 1214156 18 xl,,

08 o » The higher intensity of the horseshoe vortex due to the cool-

o8 o ant ejection from the slot causes a strong increase of the heat
016 transfer coefficients at the endwall, in proximity of the leading
0.14 edge

:i oo » Due to the decrease of the passage vortex intensity near the

' oo endwall(caused by the coolant ejectiathere is a decrease in heat

e 0o | transfer at the pressure side corner and downstream, next to the

"' 002 wake region.

2 = + Heat transfer downstream of the cascade is mainly affected

by the passage vortex.
» Coolant ejected from the holes causes a local sixfold increase

Fig. 24  Film-cooling effectiveness  #;: all holes blowing simul- of the turbulence level directly downstream and boosts the heat
taneously transfer coefficients in that area.
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« Due to arise in the downstream Mach number from transonic p = density
to supersonic speed range, there is a strong increase of the heaF = Laser-2-Focus
tergnger coefficients in the wake-region downstream of the tra"”@ubscripts
' ) o ) ) aw = adiabatic wall
The results of the adiabatic film-cooling effectiveness measure- c = coolant
ments provide further information for design improvement. g = straight-line-valugcontex}
* In the front part of the passage high film-cooling effective- | IS = :senfr%pltc ‘i
ness is obtained due to the coolant ejection from the slot. This o‘é - Og"?‘ t( ut at the wall
results from the higher coolant mass flow from the slot and from ra)\ _ ra '3 |otr_1
the more optimal blowing parameters compared with those of = conduction
the holes. 0 = total condition, unblown wall
- Due to the passage vortex, the film-cooling effectiveness a>f< - ?Ixml ed
strongly decreases towards the pressure side corner, this effect if B flim-coo et'
strengthens downstream of the passage. ! _ !soenerget!c I
« Directly downstream of the exit plane, the wake region at the "W ~ ISO€nergetic wa
endwall is a region where cooling is extremely difficult without _ recltl)very
trailing edge cooling. - wa
© = free stream

On the basis of these results, the following improvements in 1, 2 stator inlet, stator exit

cooling-design at the platform are suggested:

* To prevent a reinforcement of the horseshoe vortex, the S'ﬁteferences
should be shifted upstream to avoid passing the saddle points.
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Nomenclature

a = thermal diffusivity
¢, = specific heat
| = chord
M = (pu)c/(pU)ioc
Ma = Mach number
cn = coolant mass flow ratio
h = heat transfer coefficient
m = mass flow blowing ratio
p = pressure
g = specific heat flux
T, t = temperature, blade pitch
u = streamwise velocity
n = film-cooling effectiveness
ey = eddy viscosity
o = Stefan—Boltzmann constant
® = nondimensional temperature
Re = Reynolds numbefdepending on context
v = transverse velocity
ey = eddy diffusivity
& = emissivity
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Turbine Nozzle Endwall Film
Cooling Study Using
Pressure-Sensitive Paint

Luzeng J. Zhang Endwall surface film cooling effectiveness was measured on a turbine vane endwall sur-
Aero/Thermal and Performance, face using the pressure-sensitive paint (PSP) technique. A double staggered row of holes
Solar Turbines, Inc., and a single row of discrete slots were used to supply film cooling in front of the nozzle
San Diego, CA 92101 cascade leading edges. Nitrogen gas was used to simulate film cooling flow as well as a
tracer gas to indicate oxygen concentration such that film effectiveness by the mass
Ruchira Sharma Jaiswal transfer analogy could be obtained. Cooling mass flow was controlled to be 0.5 to 3.0
Development Test, percent of the mainstream mass flow. The free-stream Reynolds number was about
Solar Turbines, Inc., 283,000 and Mach number was about 0.11. The free-stream turbulence intensity was kept
San Diego, CA 92101 at 6.0 percent for all the tests, measured by a thermal anemometer. The PSP was cali-

brated at various temperatures and pressures to obtain better accuracy before being
applied to the endwall surface. Film effectiveness distributions were measured on a flat
endwall surface for five different mass flow rates. The film effectiveness increased nonlin-
early with mass flow rate, indicating a strong interference between the cooling jets and
the endwall secondary flows. At lower mass flow ratios, the secondary flow dominated the
near wall flow field, resulting in a low film effectiveness. At higher mass flow ratios, the
cooling jet momentum dominated the near wall flow field, resulting in a higher film
effectiveness. The comparison between hole injection and slot injection was also made.
[DOI: 10.1115/1.1400113

Introduction mass flow ratio and large momentum film injection on the endwall

Turbine nozzle endwall cooling is complicated by secondag front of the nozzle Ieadl_ng edge. T_heses works include Geor-
flows, mainly the passage vortex and endwall cross flows. T jou et al.[9], Burd and Simor(10], Liu et al. [11], Lapworth
pressure gradient from the endwall surface near the pressure §Ha'-[12], Burd et al.[13], and Oke et al[14]. The results have
to the suction surface is the potential of the endwall crossflow, affflicated that high-momentum cooling jets can reduce the second-
it joins and enhances the pressure side leg of the horseshoe v@fy- flow to provide a better thermal protection and at the same
ces, developing into the so-called passage vortex. Traditional ef#2€ improve the aerodynamic performance of the nozzle passage.
wall cooling design usually employs an impingement Coonnélthough these results are encouraging, there are insufficient data
combined with local film cooling, often discharged downstrear@vailable in the open literature for surface adiabatic effectiveness
from the throat. Although the endwall can be effectively cooledlistribution for film injection in front of the nozzle leading edge.
there are considerable aerodynamic penalties associated with thén this paper, film effectiveness for a double-row cylindrical
discharging of the spent film downstream from the throat. Tole injection and for a single-row discrete slot injection was stud-
eliminate those penalties and to improve turbine efficiency, filied on a flat turbine nozzle endwall, while the other endwall was
injection in front of the nozzle leading edge on the endwall isontoured. The cooling fluid was introduced from slots or holes
considered lately by a number of gas turbine companies. located 0.2 axial chord length upstream from the cascade leading
The tendency that the cooling film can be blown away anelddge with an injection angle of 45 deg. Film effectiveness was
dissipated by the secondary flows is reasonably understood fagasured using the heat transfer and mass transfer analogy. Ni-
turbine cooling designers. To study the film jet behavior, thermglogen gas was used as the film cooling fluid and as a tracer gas.
and aerodynamic effects of the endwall film cooling have beefhe pressure sensitive paifRSP was used to indicate the oxy-
studied extensively. Among them, Takeishi et[al, Granser and gen concentration of the mixture downstream from the injection to
Schulenberg[2], Harasgama and BurtofB,4], and Friedrichs optain film effectiveneséZhang and Fox15]; Zhang et al[16];
et al.[5,6], studied endwall film cooling at various locations eXZhang and Pudupattf17,18). The tests were performed in a
perimentally and numerically. Their results indicated_the neg,ati\Fﬁgh-speed four-passage linear turbine nozzle cascade. Engine op-
effect of the endwall secondary flow on endwall film coolingg ating conditions such as free-stream Reynolds number, Mach
particularly in the front half of the endwall surface, where th‘ﬁumber, and turbulence intensity were closely simulated. Mea-

crossflow was the.stron_gest and.where the passage Vortex.“%&?r%ments for film effectiveness distributions were presented,
to form. Coping with this damaging effect, film cooling configu-

ration was improved or optimized to obtain better film coveragé/!ew!ng from upstream and downstre.am of j[he C?‘Scade- A direct
Experimental works by Friedrichs et 4] and Jabbari et a[8] viewing was not possmle_due to th_e rig configuration. The _effects

have indicated that the film effectiveness distribution can be i f the mass flow rate ratio were discussed and a comparison be-
proved to some degree, but the effect of secondary flow stil e;yyee.n slot and hole |nject.|ons was presented. The main objectives
ists. Recently, experimental and numerical works have been c&f-this study are summarized below:

ducted to actively control secondary flow by considerably large 1 19 measure the film cooling effectiveness on turbine nozzle

endwall for a two-row staggered hole injection and a single row of

Contributed by the International Gas Turbine Institute and presented at the 4‘éﬂbcrete slot injection at simulated engine Operating conditions
International Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, ’

Louisiana, June 4-7, 2001. Manuscript received by the International Gas Turbir)e2 To Smdy_ the' effect of mass flow ratiFR) on film effec-
Institute February 2001. Paper No. 2001-GT-147. Review Chair: R. Natole. tiveness distribution.
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3 To study the relation of endwall inlet injection and the nozzle P
o

secondary flow. )
Studied endwall
Passage
X e

Test Facility and Instrumentation

The tests were performed in the high-speed wind tunnel facility
as shown in Fig. 1. The high-speed warm cascade test facility waj
discussed in more detail by Zhang et fL6] and Zhang and
Pudupatty{17,18. The mainstream air is filtered and pressurized
by a four-stage centrifugal compressor, which is mounted on the
roof. The air was compressed and filtered by a four-stage com
pressor mounted on the roof. After flowing through the diverting
valve, the flow passes through a control valve, a venturi meter, ¢
flow straightener, a converging nozzle, and a rectangular duct be
fore it enters the linear cascade test section. A turbulence grid wa
installed between the converging nozzle and the rectangular duc-,
which resulted in a turbulence intensity of about 6.0 percent at the ) o
nozzle cascade inlet, measured by a hot-film anemometer. The  Fig- 2 Double row of hole injection geometry
cascade test section is made of stainless steel, with transparent
windows located on the sidewall and on the bottom upstream and

Film hole
Configuration

Table 2 Film cooling geometry

downstream of the cascade to view the endwall surface. The ¢[ Configuration DorS,mm (LD P/D VR*
foils in the cascade resemble those of a newly developed indi
trial gas turbine first-stage turbine nozzle. The linear cascade ct
sists of three airfoils and two curved endwalls, a total of four flo| Slot 2.54 3.546

Hole 3.056 2.946 2.083 1.025
- 0.843

passages. The top endwall is flat and the bottom endwall is ¢ for MFR = 2.0 %.
toured, resembling the actual engine geometry. The current study

was performed on the top endwall. The cooling fluid was supplied o
to a flange upstream of the endwall and was ejected from holes o o
slots on the side surface of the flange. Downstream of the cascad: Studicd endwall >

the flow passes through a diffuser and a control valve, and dis- Passage o

charges through an exhaust. The mainstream mass flow rate ce /

be as high as 4 kg/s and pressure can be as high as 0.16 MP e

With the downstream diffuser, an exit Mach number of two in the
cascade can be attained. The temperature of mainstream air
about 350 K, heated by compression. The free-stream flow condi
tions are listed in Table 1. The test rig was validated by extensive

\
|

flow measurements that included inlet/exit flow conditions, airfoil Film slot
surface pressure/Mach number measurements, periodicity, an Configuration
turbulence intensity and length scale measurements.
There are two flanges instrumented with film cooling holes or
slots. Figure 2 shows a top view of the double row hole film
cooling configuration. The film holes are divided into five sub-

Fig. 1 Schematic of scaled cascade test rig

Table 1 Free-stream flow conditions

TO EXHAUST

B BLEED
FLOW

LPAR

MAINSTREAM AIRt

DIVERTER
VALVE ‘COMPRESSOR

Journal of Turbomachinery

Fig. 3 Slot injection geometry

groups of film holes, limited by the rig configuration. Each group
contains staggered double rows of 16 holes with a diameter of
3.05 mm. The distance between the center of the first row and the
vane leading edge is 28.5 mm, representative of a design where
the film cooling holes are located right in front of the nozzle
piece. The spanwise and streamwise distances between the holes
are the same, resulting in B/D of 2.083. Table 2 shows the
geometry and velocity ratios for both hole and slot configurations.
Figure 3 shows the geometry of the slot configuration. The dis-
tance between the centerline of the slot and the vane leading edge
is 28.5 mm, the same as the first row in the hole configuration.
The slot is 2.54 mm wide and 55.8 mm long. The length to diam-
eter(width) ratio of the hole is 2.946 and of the slot is 3.546. The
injection angle for both configurations is 45 deg. Because the
bottom of the test section is made of solid stainless steel, the
camera was located either upstream or downstream of the endwall
passage. As a result, the images are distorted due to the viewing
angle and positions. Figures 4 and 5 show the typical views look-
ing from the upstream and downstream location with square grids

to indicate the view distortion.
Condition :1,/’sec Mach, Mach; Rey Re; Nitrogen gas and compressed air were used for the film cooling
: fluid and were supplied by pipelines into the test cell. They were
Reference 38.6 o011 072 283.000 | 1,280,000 introduced into the distribution plenums through a pressure regu-
lator, a heater, and a turbine flow meter. The plenums are con-
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tive component of PSRo emit light after being illuminated by a
suitable light source. The emitted light intensity is related to the
pressure of the test medium containing oxygen. In this study, the
blue wavelengt{450 nm was used to excise the active molecules
with the return signal in the yellow wavelengt600 nm. To
detect and record the emitted light, which contains both pressure
and concentration information, a filter and a CGBharge-
Coupled Devicgcamera were used. In addition to measuring the
static pressure distribution in the test plate, the oxygen sensitivity
is used to indicate oxygen concentration in the gas mixture. Ni-
trogen gas was heated to the temperature of the free stream to
eliminate any temperature effects. It was then ejected through the
film cooling holes into the main flow. The mass concentration of
the nitrogen/air mixture downstream from the point of injection
was measured to obtain film effectiveness by using the mass trans-
fer analogy.

The mass fraction of the tracer gas in the mixture near the wall
surface is related to the adiabatic wall temperature for the analo-
gous heat transfer situation. In the current study, the mainstream
contains approximately 79 percent nitrogen and the cooling flow
contains approximately 100 percent nitrogen. The film effective-
ness can be expressed by oxygen concentrations that can be mea-
sured by the PSP:

Suction side
Leading edge

Film holes

_ C.— Cmi><
7] Coo

Fig. 4 Endwall flow passage, viewing from leading edge . . .
direction whereC,, is the oxygen concentration of the main stre@hout

21 percent and C,,x is the oxygen concentration of the air/

nitrogen mixture(between 0 and 21 percentHence, the film
trolled and monitored by an Allen Bradley PLC-5 programmableffectiveness is between 0 percéfar downstreamand 100 per-
controller. Pressure taps and thermocouples were mounted in €gat(inside the holg
plenums to measure and control the cooling air/nitrogen supplyThe test setup of the PSP application to obtain film effective-
temperatures and pressures. To reduce the heat losses througfi€gg includes the endwall surface, a CCD camera, and light
plumbing, rubber heater tape was used to maintain the tempe$gurces. The endwall surface, flat and coated with PSP, was
ture of the pipes and flow meters. The temperature differeneounted at the top of the cascade. Transparent windows were

between the mainflow and the secondary flow could be kept beld@¢ated immediately upstream and downstream of the cascade.
0.5 K. The CCD camera was mounted in front of these windows to view

the endwall surfaces from upstream and downstream positions.
Experimental Technique and Data Reduction of Three halogen lamps, located around the camera, provided the
Pressure-Sensitive Pain{PSP) light source for each of the camera positions. The images of lu-
. _minescence intensity distribution from the endwall surfaces, re-
PSP techniques are based on oxygen-quenched photoluminggyed by the CCD camera, are originally gray scaled. These im-
cence. Photoluminescence is a property of some compo@ees gges aresaved as TIF files and then calculated by a data reduction
program, which compares the recorded intensity values with the
calibration data to obtain surface pressure and film effectiveness
Pressure side distributions. For the PSP film cooling test, four images are re-
Trailing edge quired: a dark imagélight off, airflow off); a reference image
(airflow off, light on); an air injection imagéairflow on, light on,
hot air injection; and a nitrogen injection imagairflow on, light
on, hot nitrogen injection Hot refers to the temperature of the
mainstream, about 350 K and cold means the reference tempera-
ture, controlled at 294 K. The air injection image contains infor-
mation of surface static pressure only, while the nitrogen injection
image contains both the surface static pressure and the oxygen
concentration information. By ratios of intensities of these four
images, the oxygen concentration on the airfoil surface down-
stream from the injection can be separated from the pressure dis-
tribution. The PSP is also sensitive to the surface temperature. The
endwall surfaces were immersed long enough in the mainstream
flow, so that the free-stream temperature could be assumed to be
the same as the surface temperature. Ensuring that the temperature
of the injected air/nitrogen was the same as that of the mainstream
minimized possible temperature contamination. The difference be-

Suction side tween the free stream and the injection air or nitrogen was con-

Trailing edge trolled below 0.5 K. In addition, the data reduction program uses
different calibration curves for each of the mainstre@urface
Fig. 5 Endwall flow passage, viewing from trailing edge temperaturesmeasured in each of the film cooling testshen
direction calculating the effectiveness.
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Since the cascade rig operates at approximately 136 kPa and at
350 K at the cascade inlet, the PSP was calibrated between 344
and 356 K and pressures between vacuum and 150 kPa. Atmo-
spheric pressure was used as a reference pressure for each of the
calibrated temperatures. The results are presented as the reverse
intensity ratio to the pressure ratio and were curve fitted and
stored in the data reduction program, which can automatically
select a correct curve at the corresponding calibration temperature
if the test temperature varied from the reference temperature.

BAFR=1 5%,

Flow Measurement

In order to meet the critical flow condition requirements and to
guarantee a correct simulation of the engine operating parameters
in the linear cascade, extensive flow measurements were per-
formed prior to the current film cooling study. At the inlet of the
cascade, mean velocity, turbulence intensity, and turbulence
length scales were measured horizontally and vertically across the
rectangular duct using the hot film anemometer and surface pres-
sure taps. Flow uniformity and periodicity were achieved at the
inlet. At the exit of the cascade, although a great effort was made,
flow uniformity and periodicity were not attained due to the un-
even diffusion effect of downstream side walls. Surface Mach
number measurements were made for various freestream condi-
tions on the airfoils of the linear cascade. Without a tailboard, a
correct simulation of surface Mach number is achieved only in the
mid-left flow passage, which is a combination of the suction sur-
face of the middle airfoil and the pressure surface of the mid-left
airfoil (viewing forward from the cascade inJefThe flow mea-
surement results were published by Zhang ef ] and Zhang
and Pudupatty17].

Film Effectiveness Measurement Results

An uncertainty analysis was performed on the film effective-
ness measurement using the PSP tests based on the method by
Kline and McClintock[19]. The uncertainty of the pressure dis-
tribution, an intermediate result in this study, was 5.8 percent and
that of film effectiveness at the nominal condition was 12.0 per-
cent. The net film effectiveness variatioAz) was 0.06 for the
worst case.

Double-Staggered Row Injection. Film effectiveness mea-
surements from the double staggered row of holes are presented in
this section. Only the film effectiveness distribution for mid-left
endwall flow passage was measured on the(tiap endwall sur-
face. Out of the five injection grougFig. 3), all the film jets from
the second sub-group and approximately half from the third sub-
group went through mid-left flow passage. As a result, the film
cooling did not cover an area between the pressure side and the
second injection sub-group and an area between the second sub-
group and third sub-group. Although these gaps were not inten-
tionally placed, they actually provided a means to indicate the
interference of the cooling film with the endwall cross flow. Fig-
ure 6 shows the film effectiveness distributions for five mass flow
ratios (MFR), viewing from upstream of the leading edge. Al-
though the film effectiveness distributions are distorted, by quali-
tatively examining the results, they provided clear information on
the interaction between the cooling jets and secondary flows.
Therefore, no effort is made to reconstruct them to a flat view.

By examining the injection region on the leading edge views, at
a lower mass flow ratio of 0.5 percent, the jets mixed quickly in
the spanwise direction immediately downstream from the inje€ig. 6 Film effectiveness distribution on endwall surface,
tion, an indication of the dominant endwall crossflow. The filnyiewed from upstream hole injection
effectiveness downstream from the film hole centerline is not no-
ticeably higher than the remaining part of surface due to the end-
wall crossflow. The film jets are attached to the surface and percent, a slightly lower effectiveness value immediately down-
lift-off is suggested by the results. At higher mass flow ratios, thetream from the injection suggests the occurrence of jet lift-off.
effectiveness downstream from the hole centerline appears tolB@amining the area around the suction side leading edge, where
higher than the remaining surface and the difference increaske boundary layer usually rolls up to form horseshoe vortices, the
with the mass flow ratio. At higher mass flow ratios of 2.0 and 3.€urrent result shows a strong interaction between the cooling jets
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and the boundary layer. The effectiveness distribution acts like a

means of flow visualization to indicate the saddle point, separation MFR=0 %4

and reattachment. At mass flow ratio of 0.5 percent, there is an st
area in front of the leading edge that is not covered by the cooling ez
film, indicating a separation of the boundary layer, which swept e _ ]
away the film jets due to its small momentum refiess than 0.1 naee
It is believed that this roll-over of the boundary layer divides into ¥ e
two by the airfoil leading edge to form the two legs of the horse- A
shoe vortex. With the increase in the mass flow rédiod there- . -4
fore the momentum ratjp the uncovered region shrinks back to e

the airfoil leading edge. At mass flow ratios of 2.0 and 2.5 percent
(momentum ratios one and above prtke film covers the entire
area surrounding the leading edge, suggesting that the boundary
layer separation is suppressed by the cooling jets. Downstream
from the leading edge, the pitchwise migration of the cooling jets
can be indicated by the gaps between the injection groups. At
mass flow ratio of 0.5 percent, for the area downstream from the
gap between the second and third injection sub-groups, the film
effectiveness is close to the value downstream from the injections.
With the increase in the mass flow ratio, film effectiveness in this
area decreases significantly and the low effectiveness area be-
comes wider pitchwise. This can be explained by the fact that at a
higher mass flow ratio, the film jets have a higher streamwise
momentum and tend to carry themselves farther downstream,
rather than being disturbed and dissipated quickly. On the other
hand, high-momentum jets might suppress the endwall horseshoe
vortex and reduces the crossflow effect. The effectiveness distri-
bution on the area downstream from the gap between pressure
side and the second injection sub-group is different, mainly due to
the rigid pressure side waks compared to the soft stream line on
the endwall surfage Downstream from the gap, the effectiveness
is almost zero at mass ratio of 0.5 percent. There is no injection
upstream of the pressure side airfoil leading edge; as a result,
there is no film coming from pressure side direction. The pitch-
wise dissipation of the cooling film toward the pressure side di- —
rection is prohibited by the endwall crossflow, which is in the
opposite direction. With the increase in the mass flow ratio and
momentum ratio, the film jets are dissipated and shifted toward
the pressure side and the width of the uncovered area becomes
narrower. At a mass flow ratio of 2.5 percent, although there is no
injection upstream of the near pressure side area, the high effec-
tiveness area moved close to the pressure side. This tendency of
carrying the film towards the pressure side trailing edge at a
higher mass flow matches the findings by Burd e{aB]. Gen-
erally speaking, the film coverage on the leading edge view im-
proves with the mass flow ratio, both on the effectiveness value
and the size of the area covered. It would be a reasonable assump-
tion that the whole nozzle flow passage would have been better
covered by the cooling film if there had been no gap in the injec-
tion region.

The relation between the film jets and the secondary flows dis-
cussed above are supported by the results of the trailing edge
views, as shown in Fig. 7. At the mass flow ratio of 0.5 percent,
the film effectiveness is below 0.1 away from the area near the
suction side. The film covered area spreads from near the suction
surface toward both the pressure side and downstream directions
and the effectiveness value increases when the mass flow ratio
increases. There is no trace of the reduction of the film effective-
ness due to the gap between second and third sub-groups to be
seen until mass flow ratio of 1.5 percent, where a thin line sepa-
rates the effectiveness distribution into two. The line turns into
area as mass flow ratio reaches 2.0 and 2.5 percent. While the %3&,\/
is pushed to the suction side at lower mass ratios, the effectiveness
is higher at the area near the pressure side trailing edge than the
area near the suction side trailing edge for mass ratios 2.0 and 2.5

percent. Outside the trailing edges, the film effectiveness reacﬂ?égsemed' Out of the fiv_e slot&ig. 3), all the film_ from the
0.25 for MFR 2.0 percent and 0.3 for MFR 3.0 percent second slot and approximately half from the third slot went
’ ' ' ' ’ through the mid-left endwall flow passage, leaving the area near

Single-Row Discrete Slot Injection. In this section, film ef- the pressure side and an area between the second and third slots
fectiveness measurements from a single row of discrete slots areovered by the cooling film. For the same mass flow ratio, the

7 Film effectiveness distribution on endwall surface,
ed from downstream hole injection
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BAFR= 5%,

MMFR=1 N%4

Fig. 8 Film effectiveness distribution on endwall surface, Fig. 9 Film effectiveness distribution on endwall surface,
viewed from upstream slot injection viewed from downstream slot injection

coolant-to-mainstream velocity ratio for the slot injection is Figures 8 and 9 show the film effectiveness distributions for
smaller than that for the double-hole injectidar mass flow ratio slot injection for five mass flow ratios studied, viewing from the
of two, VR for slot injection is 0.843 and 1.025 for the holeupstream(leading edgeand from downstreantrailing edge di-
injection). This may be one of the reasons that the slot injectioections. Generally speaking, all the observations for the hole in-
results are different from those for double-row hole injection. jection are true for slot injections. Examining the region just
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Fig. 10 Circumferential film effectiveness distribution, XIC, Fig. 11 Circumferential film effectiveness distribution, X/ Cax
=0, leading edge hole injection =0, leading edge slot injection

downstream from the injection, at a lower mass ratio of 0.5 per- - . . .

cent there is an area not covered by the cooling film in front of tiPNS- Examining the effectiveness between the suction side lead-
suction side airfoil leading edge, suggesting a separation of t edge and the gap between the sec_ond and third injection
boundary layer and the formation of the horseshoe vortices. THEPUPS: both the trends and values are different for the hole and
pattern of the effectiveness distribution indicates the locations Bt injections. For hole injection, the effectiveness near the lead-
the separation and reattachment. The lower effectiveness reg'i edge increases for all the mass flow ratios unt!l th.e area down-
becomes smaller with the increase in the mass flow ratio. At magcam from the gap between the second and third injection sub-
flow ratios above 1.5 percent, the film covers the entire ar oups. The distribution moves higher with the mass flow ratio.
around the leading edge. At mass ratios from 0.5 to 1.5 perceh! the area downstream from the gap, the effectiveness value

the effectiveness at the area downstream from the gap between figreases an_d t_he low effectiveness reglon_become_s wider as the
second and third slots is close to the level of that downstre ss flow ratio increases. The lowest effectiveness in the gap for

from the injection. It decreases significantly at the mass ratio g 11ass flow ratio 3.0 percent is about 0.22. For slot injection,
2.0 percent. At mass ratio of 3.0 percent, the effectiveness Haere Is a lOW. effe‘ctlve.ness valley away frqm the stagnation point
tween the injections is almost zero. This indicates that at a high&lrcumferential directionfor mass flow ratios 0.5 and 1.0 per-
mass ratio, the film jets tend to carry themselves farther dow ent, suggesting the formation of the passage vortex. For mass
stream rather than being disturbed, mixed and dissipated quick|g ratios of 1.5 percent and above, the valley disappears and the
Unlike the film effectiveness for the area downstream from tHg cCUVENess Is above 0'6: It is reasonable to assume the forma-
gap between second and third slots, the area downstream from.tfﬂg.of the passage vortex Is prevent.ed.by t.he cooling film, rgsqlt-
gap between the pressure side and the second slot is not cov pa4n a uniform film effectl_veness distribution around the airfoil
by the cooling film at mass flow ratios of 0.5 and 1.0 percent. T ading edge. Bu.rd and Simda0] anq Burd et all[13] proved
endwall crossflow prevents the cooling film from reaching thilS in their studies. The low effectiveness region downstream
pressure side, pushing the film to the suction side direction, res em the gap between the second and third slots becomes lower

ing in the low effectiveness downstream from the second sl d moves toward the pressure side direction with the increase in
. ; ; : {ag mass flow ratio. The lowest effectiveness value for mass flow

tio 3.0 percent is about 0.15. Examining the rest of the distribu-

, it can be observed that the effectiveness distribution down-
feam from the second group hole injection consistently moves
While a uniform distribution downstream from the injection igoward the pressure side direction with the increase in mass flow

observed for slot injection at a higher mass flow ratio, the donﬁ‘:"tio counteracting the endwall crossflow. For slot injection, the

nance of the film jet is less than that for double-row hole injectiofgectiveness downstream from the second slot for mass flow ra-
tios 0.5 and 1.0 percent is low and is pushed to the suction side

The results obtained from the trailing edge vieig. 9) sup- irection by the endwall cross flow. For higher mass flow ratios

port this discussion. For slot injection, the film effectiveness fﬁ ; S
the trailing edge view is generally lower compared to that f .5 to 3.0 percent the_effec_t|ver_1ess is higher than 0.4 and moves
oward the pressure side direction.

double-row hole injection. At a lower mass flow ratio, it is Iimitedt : 12 and 13 sh ; f tial fil frecti di
to the area near the suction side. The film effectiveness increases'9Ures 12 an Show circumierential iim elfectiveness dis-
’%Jutlons at the endwall trailing edge locatioX/C,,=1.0) for

in the cooling flow momentum begins to dominate, compressi
the endwall crossflow. The cooling film reaches the pressure si
and the width of the lower effectiveness area becomes narro

with the mass flow ratio. The area covered by cooling film sprea L : - - Lo
toward the pressure side and downstream directions at highigf€ and slot injections. The film effectiveness increases signifi-
mass flow ratios. There is no trace of the gap between the sec&igty With the mass flow ratio and the distribution shifts to the

and third slot injection for mass ratio of 0.5 percent. At high ressure side direction for both configurations. At mass flow ratios
mass ratios, the trace of the gap divides the high ef‘fectivengg and 3.0 percent, the peak effectiveness for slot injection moves

region into two. While the film is pushed to the suction side &loser to the pressure side trailing edge compared to that for hole

lower mass ratios, the effectiveness is higher at the area near Ifjgction. . . ) .
pressure side trailing edge than the area near the suction side rlgure 14 compares circumferential _averaged f'.lm effectiveness
mass ratios 1.5 percent and above. The effectiveness is more (iriPutions at both the endwall leading and trailing edge loca-
formly distributed compared to those for double-row hole injedions- For the leading edge resullts, the effectiveness for hole in-
tion near the trailing edge and beyond. Outside the trailing edgé ction increases with the mass flow ratio until MFR 2.0 percent,

the film effectiveness is slightly lower but is extended to a largdf/1€re the curve becomes flat. The effectiveness for slot injection
area for higher mass flow ratios. increases quickly from MFR 0.5 percent to about 1.7 percent,

where it starts to decrease. The sharp increase in effectiveness
Comparison Between Slot and Hole Injections. Figures 10 suggests a strong interaction between the cooling jets and the

and 11 show circumferential film effectiveness distributions at trendwall secondary flows as the cooling momentum increases. The

endwall leading edge locatiorX(C,,=0) for hole and slot injec- effectiveness for slot configuration lies higher for mass flow ratio
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Fig. 12 Circumferential film effectiveness distribution,
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Fig. 13 Circumferential film effectiveness distribution,
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Fig. 14 Circumferential averaged film effectiveness,
and 1.0, slot and hole injections

X/ Cay=0

above 1.5 percent. For trailing edge results, the distributions for

where the cooling film is pushed to the suction side and decays
quickly. At a higher mass flow rati¢above 2.0 perceptwith a
higher film jet momentum, the cooling film tends to dominate the
near wall flow field and the secondary flow is suppressed. The
film moves to the pressure side and acceptable film effectiveness
can be obtained near the trailing edge.

2 Uniform effectiveness distribution can be achieved by dis-
crete slot injection for higher mass flow ratios, while higher ef-
fectiveness near the trailing edge can be obtained by double stag-
gered rows of hole injection.

3 Due to the geometry dependence, continued study is required
to measure film effectiveness on shaped endwall or different in-
jection configurations.
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Nomenclature

C = chord length, cm

CCD = Charge Coupled Device
D = film hole diameter, cm
I = light intensity

L = length of film hole, cm
LE = leading edge
MFR = mass flow ratio
Ma = Mach number
p = pressure, kPa
P = pitch value between film holes, cm
PSP = pressure sensitive paint
Re = Reynolds numbetpVC/12-u

T = temperature, K

TE = trailing edge

Tu = turbulence intensity
V = velocity, m/s

VR = velocity ratio
X = streamwise distance, cm
Y = spanwise distance, cm
n = film effectiveness
4 = dynamic viscosity, Ns/¥l
p = density, kg/m

Subscripts

1 cascade inlet
2 = cascade exit
ax = axial
¢ = coolant condition
o = reference condition
o« = free stream condition
mix = mixture condition
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Introduction and Background

Modern land-based turbine airfoils operate in severe enviro
ments with high temperatures and near critical stresses. Hig
turbulent combustor exit flows, with significant thermal gradient%
spew hot combustion products and other airborne particulates A
the turbine surfaces for in excess of 20,000 hours before regul
scheduled maintenance. Due to this harsh operating environm
turbine surfaces experience significant degradation with servi
Measurements reported by Acharya et[dl], Taylor [2], and
Tarada and SuzukB], among others, indicate an order of magni;
tude or greater increase in rms roughness is typical.

These elevated levels of surface roughness have a signific%ﬁ
effect on the skin friction and heat transfer of turbine enginﬁ
blades. Experimental studies with modeled rough blades hav
been conducted since the early 1980’s in an attempt to quantf
this effect. Bammert and Sandsteldq initially showed that in- f
creases in sandgrain roughness in a low-speed turbine casc
caused earlier boundary layer transition and higber Turner
et al. [5] corroborated this finding using a single-blade casca
and also showed that roughness increased the blade mean
transfer by over 60 percent. Both research teams employed v i
ous sizes of sand grains to simulate roughness on the turbi
blades. Comparable increases in heat transfer have subseque
been reported on simulated rough turbine blades by BR&iir
Hoffs et al.[7], Bogard et al[8], and Abuaf et al[9]. At a system
level, Boynton et al[10] demonstrated a 2.5 percent increase i
the SSME high pressure fuel turbopump efficiency with an ord
of magnitude decrease in centerline-averaged roughifass Of
course, none of these findings were particularly surprising given
the long history of rough-walled wind tunnel and pipe flow ex-
periments reported in the literature beginning with Nikuradse

work in 1933[11].

With such a significant and experimentally well-documente
influence on gas turbine performance, surface roughness
naturally been the focus of considerable attention. The point
departure for much of the analytical work in this area has been t
equivalent sandgrain roughnesg)( concept pioneered by
Schlichting[12], with liberal use of the Reynolds analogy for hea{
transfer augmentation. Cebeci and Chahg] were the first to

The Many Faces of Turbine
Surface Roughness

Results are presented for contact stylus measurements of surface roughness on in-service
turbine blades and vanes. Nearly 100 turbine components were assembled from four
land-based turbine manufacturers. Both coated and uncoated, cooled and uncooled com-
ponents were measured, with part sizes varying from 2 to 20 cm. Spanwise and chordwise
two-dimensional roughness profiles were taken on both pressure and suction surfaces.
Statistical computations were performed on each trace to determine centerline averaged
roughness, rms roughness, and peak to-valley height. In addition, skewness and kurtosis
were calculated; as well as the autocorrelation length and dominant harmonics in each
trace. Extensive three-dimensional surface maps made of deposits, pitting, erosion, and
coating spallation expose unique features for each roughness type. Significant spatial
variations are evidenced and transitions from rough to smooth surface conditions are
shown to be remarkably abrupt in some cases. Film cooling sites are shown to be par-
ticularly prone to surface degradation[DOI: 10.1115/1.1400115

Keywords: Roughness, Spallation, Turbine

incorporate this parameter into a two-dimensional turbulent
Rgundary layer code to predict boundary layer development over a

Pugh wall. Since that time, Boylgl4] and Guo et al[15] have
sach employed a roughness adjustment baselsdo the Van
jest damping function in turbine flow simulations.

l n alternate discrete element model for roughness, alluded to
tSchlichting[12] and first demonstrated in a two-dimensional
i undary layer code by Finson and \M6], has also been inves-

Igated, with mixed results. This model predicts the increased
losses of a rough surface by accounting for the pressure drag
losses(or heat transfer of isolated elementgcones or hemi-
Eere}s which in turn represent the actual surface roughness.

ough it can be well-tuned to match data from regular rough-
ss array$Taylor et al.[17] and Scaggs et d18]), attempts to
e this model to represent real turbine roughness in boundary
erk—e models(Tarada and SuzukB] and Tolpadi and Craw-
g&% [19]) have not been as promising.

uch of the frustration in modeling rough surfaces stems from
ge fact that sand grains and regular arrays of discrete elements
%gg{ little resemblance to real rough surfaces. As shown in mea-
ements by Taylof2] and Bogard et al[8], turbine surface
Ig;'ghness is not uniform over the blade surface. Thus, using a
S’i 9Ie roughness representation for the entire blade is inappropri-
ag. In addition, different degradation mechanig@®osion, cor-
rosion, and foreign deposjthave different roughness signatures,
ﬁach with unique features. Finally, the situation is even more com-
g#icated with the rising use of thermal barrier coatin@8Cs),
Which are subject to surface debond or spallation. TBC spallation
occurs nonuniformly around blade surfaces and results in yet an-
other unique surface characterization. There has been very little
reported in the open literature about these “real” turbine surfaces,
§1though it is reasonable to assume that they each affect the heat
ﬁlansfer and aerodynamics in different ways. Without better docu-
aentation of the attributes of real turbine roughness, the increased
%uracy of design tools such as computational fluid dynamics
%gFD) will have limited relevance after the engine has seen sig-
Aficant service.

The objective of this paper is to provide relevant data on actual
urbine roughness for use in experimental and computational mod-
eling. To this end, a wide variety of representative land-based
turbine hardware were assembled for detailed surface measure-

Contributed by the International Gas Turbine Institute and presented at the 4 ; : ; _
International Gas Turbine and Aeroengine Congress and Exhibition, New Orlea?ﬁbnts' All of the degradation mechanisms cited above were evalu

Louisiana, June 4-7, 2001. Manuscript received by the International Gas Turbi"?\i’ed and doc_umented in order to provide the Community with an
Institute February 2001. Paper No. 2001-GT-163. Review Chair: R. Natole. accurate depiction of real surfaces. In the process, detailed three-
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dimensional maps of nearly 50 different surfaces have been g&espite the contact stylus’ miniscule contact force of less than 1

erated and are available for general use in modeling. This wamk\, it noticeably dislodged some of these surface contaminants,

also serves as the point of departure for further turbine roughnélkes altering the surface from its operational condition. The opti-

characterization as part of a multi-year effort by the authors. cal measurement system obviously did not suffer from this limi-

tation. Due to its three-dimensional capability and the ease of data

Measurement Techniques retrieva!, th(_e contact instrument was used for all the data pre-
sented in this report.

Nearly 100 turbine components were provided by four manu- A typical two-dimensional surface trace is shown in Figttge
facturers: General Electric, Solar Turbines, Siemens-Westingertical axis has been magnified to reveal the micron-level rough-
house, and Honeywell. The articles were selected by each mangss over the 15 mm long trgcés mentioned earlier, the stylus
facturer to be representative of surface conditions generally foupitks up both the surface roughness and the form of the part. For
in the land-based gas turbine inventory. Of the total inventorflow that is not separated, the flow streamlines near the surface
over one third of the items were vanes or vane sets, while t@enerally follow the local surface curvature. Since the long-term
remainder were turbine blades. Approximately one quarter hgdal of this study is to assess the effect of roughness on flow-
some film cooling and 15 percent were coated with a therm@lated parameters such as St and only surface features that
barrier coating TBC). Component dimensions ranged from largelepart from the natural forrtand thus the local flow streamlines
20 cm chord blades used in MW power units down to 2 cm chokglere considered to be of interest. Thus, the relevant data were
blades from smaller auxiliary power units. In order to respeeixtracted from the raw data trace by performing a mean-line fit to
proprietary concerns of the manufacturers, strict source anonymitie natural curvature of the part. This was done using a spline-fit
has been maintained for all data presented in this publication. to the raw datdalso indicated in Fig. 2 The roughness data after

Two-dimensional surface measurements were taken of each parhoval of the mean line spline fit are shown above the raw data.
using a Taylor-Hobson Form Talysurf Series 2 contact stylus meath the form removed, the relevant statistics could be extracted
surement system. This device uses a diamond-tipped conical stgm the roughness data. Evaluations were conducted to compute
lus (1.5 um radius tip to follow the surface features for a giventhe centerline averaged roughneRs, the rms roughnes&gq the
part. The instrument has a maximum stroke of 50 mm and cafmaximum peak-to-valley roughnedt, the skewnessSk and the
measure a total vertical range of 2 mm with a precision of 32 nrRurtosis,Ku, as defined below:

The use of a contact measurement system presents several in-
herent sources of data uncertainty. First, surface features with a

slope greater than the 60 deg conical stylus tip are mechanically Ra= NE vil, (1)
smoothed. For example, a 70 deg sawtooth wave with a peak-to- =1

peak amplitude of 2Qum is measured as a 60 deg sawtooth with

an amplitude of only 12.eum. If the surface feature is an isolated Ro= /iE 2 @)
70 deg peak, the amplitude is accurately measured, but the peak’s q N =4 i

base diameter is exaggerated by a factor of 1.6. Although these

errors are considerable, fortunately confocal microscope surface Rt=Ymax— Yrmin 3)

images taken as part of this study indicated that turbine compo-
nent surfaces are not characterized by sawtooth-type, high-angled
formations. Rather, they are a random combination of canyons,
peaks, and plateaus interspersed over a rugged landd€apé).
Electron micrographs presented in Bogard et[8l. and Abuaf

et al.[9] corroborate this finding.

For turbine blading, this mechanical smoothing limitation is
exacerbated by the natural curvature of the surface. As the contact
stylus follows this curvature, it is not always normal to the contact
surface over the entire extent of a measurement. Thus, if a mea-
surement is made of a sawtooth pattern inscribed around the cir-
cumference of a cylinder wall, peaks at either end of the trace
would be skewed rather than symmetric. The severity of this ef-
fect is alleviated somewhat by mechanical constraints of the stylus
itself. The maximum range of the stylus vertical motion is 2 mm,
compared to the maximum horizontal stroke of 50 mm, a 25:1
ratio. Hence, for a typical measurement the ratio of curvature
related elevation change to horizontal stroke length was 15:1 oFig. 1 Confocal microscopic image of PS  /TE fuel deposits
greater. The result is only a small-angle error to the roughness
signature after mean-line form removake below

The use of an optical surface measurement system would, ¢ ** 1
course, avoid the first of these two contact system limitations ¢ 2® 1
Accordingly, a laser-based systé@yberOptics Cyberscan Cobra Y i

DRS-500 was employed for measurement comparison. Measure§ | Povs mictons
ments of the same surfaces using the two devices produced ing
ages that were qualitatively similar and had comparable statisticz
(within 15 percent Thus, the uncertainties introduced by the use:
of the contact stylus system were considered to be within accepg -
able limits. Of course the optical measurement spot was finité® oo
(16—23um diameter and features smaller than the spot size were _sl
naturally smoothed or averaged. o0 ,
One final limitation of the contact system relates to the mea- ° S Surtace tangential citance n . s
surement of surfaces with loose deposits. Upon inspection, many
of the turbine components provided for the study were coated wighy. 2 PS/MC/Hub chordwise trace: raw data, meanline, and
a layer of grit or dirt that could be removed with normal handlingdata with meanline removed

300 T T

micro
8

Rq=12.3microns
Rz=48.3microns
Rt=104microns

Sk=0.1

Ku=5.2
Corretation=0.18mm
Peak wavelength=1mm
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— (4) was mapped in this manner. Overall, nearly 50 three-dimensional

] 1 dimensional maps were extremely time consuming, not every part
R maps were made of various surface features.

1 1
_ 4 . . .
Ku= [ N Zl Yi } R ®) Experimental Results and Discussion

A summary of the two-dimensional statistical measurements is
presented first as a function of spatial location and service history.
A table of representative three-dimensional measurement statistics

N§TRcluded at the end of this discussion. Following this, documen-
tation is provided of various forms of surface deposits, pitting, and

g)Si?*E:eV?)Lutefli C;\\//(er;hz ?gslrir:reicsaﬁéisbﬁsvri?ﬁ mytﬁrsnega?fbaen erosion. Measurements of surface coatings and spallation are
'\ 9 h .~ treated separately. Finally, the effects of film cooling on surface
related toks, the equivalent sandgrain roughness. As mentloneg

ks is used in most empirical estimations of increasgdnd St due ondition are presented.
to surface roughness. Spatial Variations. As mentioned above, the hardware inven-

In addition, each two-dimensional trace was evaluated in thery included over 30 unique configurations, split about equally
frequency domain. A Fourier decomposition provided the domibetween vanes and blades. With such a wide variety of parts from
nant wavelengthg\) and the correlation lengthy., was calcu- four manufacturers, the authors considered that it would be useful
lated as the distance at which the autocorrelation function falls t® present the aggregate roughness data before enumerating spe-
a value of 0.1. cific findings about roughness characteristics. These summary

Two-dimensional traces were taken in both the spanwise addta from all two-dimensional traces are presented in Figs. 3 and
chordwise directiongwhere possibleat various locations around 4. From the numerous statistical characterizations available, those
each article. For the smaller hardware, single traces could oftendfeRa and Rt seemed to be of the most general utiliBa since it
made across the entire span of the part showing the surface rouighby far the most commonly used industry standard Rhde-
ness variation with span. With the largest blades, complete spaause it gives a measure of the maximum amplitude of observed
wise coverage was prohibitive and instead spot measuremesuisface variations to which the turbine flowfield may be exposed.
were taken in regions of particular interest. From 3 to 15 indAs noted aboveRacan be related té if desired by employing
vidual two-dimensional measurements were made of each partan empirical correlation fok/Ra andk/k or ks/Ra directly. For

After the two-dimensional traces had been evaluated, specifiz two-dimensional data acquired in this stuBy(~k) values
regions of interest were measured using the three-dimensior@hged from 4 to 8 timefRa This compares with a value of
mapping capability of the Taylor-Hobson unit. The threek/Ra~5 for both Taylor's[2] and Bogard et al."§8] turbine
dimensional map is made by indexing the part by specified incresughness data. The figures presentRlaeaandRt data for each of
ments in the direction perpendicular to the stroke of the contagine regions on both the suction and pressure surface of all the
stylus. Increments from 5 to 40m were used to map out regionsairfoils studied. The data is divided into regions in order to under-
from 1X1 mm square to 4040 mm square for various compo-score the dramatic spatial variations discovered in this study.
nents. Once a three-dimensional map was taken, the Talymap™o assemble these data, roughness measurements were taken on
software was used to remove the part’s form with a polynomialach article as described in the previous section. For the smaller
least-squares surface fit. The resultant roughness could thenbkgles, a single spanwise or chordwise trace may include two or
analyzed in the same manner as the two-dimensional traces. Tiwee of the regions indicated. In such cases, the data trace was
additional parameters were calculated for the three-dimensiom@lided into regions prior to statistical evaluation. So as not to
data: the rms deviation of surface slope angles,s, and the skew the statistical averages toward multiple measurements on
roughness shape/density parametey, The former was shown any one blade, if multiple measurements were made in the same
by Acharya et al[1] to be an important roughness parameteregion of the same blade, tiRaandRtwere first averaged before
while the latter was developed by Sigal and Dand@@] in an  adding the data from that region to the aggregate pool. Also, for
attempt to correlate thies estimation process to both the spacinghose cases where identical parts with the same service history
and shape of roughness elements. The parameter was derivedsiere evaluated, the measurements from all parts were averaged to
use with two and three-dimensional roughness elements moungggain a single set of regional statistics for that configuration be-

Each trace was also evaluated in 1 mm subgatsutoffy to
determine localized values fdRa, Rqg and Rt This allowed the
assessment of spanwise and chordwise gradients in rough
character. It also permitted the estimatiorRaf the average of the

to a smooth surface. It is defined as fore adding the data to the aggregate pool. As such, the data in
16 Figs. 3 and 4 represent the average statistics from the8tique
A _E ﬁ 6 configurations used in the study. The regions are labeled using the
S

where S is the reference area of the sample surfaaghout
roughnesk S; is the total frontal surface area of the roughness 4
elements on the sampl&, is the windward wetted surface area of 1 .
a roughness element, aAd is the frontal surface area of a rough- T\ | ‘ e MinFa
ness element. Since the surfaces being evaluated in this study a_ *{ / T ‘ T
real roughness surfaces rather than ordered cones or hemisphers =i |-
the calculation ofA, S;, andA, had to be adapted accordingly. £
To do so, each cell of the surface height matrix was evaluatecs
independently to determine its windward frontal area and wind-= -
ward wetted area. These were then summed to ol{aiand Ag 10
for the entire surface. Since there are no discrete eleméants, 5 gy
=S; following this procedure. Performing the calculation cell by o L=
cell in this manner removed any subjectivity that might have been @ 58 8 P

AN

Bl

>

S g g S D R S
introduced by selecting only conically shaped peaks above som Qé\%“oqe\ Qca&cﬁg < Qy{ﬁp\@@ gﬁéos“pgé& @&Q@‘Q go‘i\@%@*"\ «©
critical height in the surface height matrix. Values &f can be
correlated directly toks/k using data assembled by Sigal andrig. 3 Regional values of Ra (min, avg, and max ) from

Danberg and repeated in Bogard et f8]. Since the three- aggregate data

]
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; <1 um) surface from mid-chord ofFig. 5(b)). Noteworthy also
.- on the suction surface is that th& is, on average, rougher than
the trailing edge, opposite from the pressure surface trend.
i 7- Taken in the aggregate, the two-dimensional statistical data in
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Figs. 3 and 4 mask the magnitude of spatial variations found on

: individual articles. Indeed, the aggregate plots lend credibility to

oA y the common CFD practice of using a single aver&geor kq

0 1 T value for bothPS and SSwithout regard to regional variations.

— Avg, This is an erroneous conclusion, however, as will be shown. Tak-
: ing, for instance, the side mean maximiRa statistic quoted ear-

o e lier (mean maximunRa=21.1um for PSand 21.8um for S3, if

(;\ 9@” \p*"é@*" these same data are computed for coated and noncoated hardware

gL S separately, an interesting observation is made. For noncoated

parts, the mean maximuRaon thePSwas 19.7um while that

on theSSwas 12.5um. For coated parts, the mean maximiga

was 13.1um on thePSversus 19.4um on theSS This view of

: . . the data clearly illustrates an important qualitative finding of this

Hub TowardMs  ———+ study: Corrosive deposits and erositthe dominant sources of

roughness on noncoated artiglese more prevalent on theS

Hub and Tip regions, while spallatiofihe dominant roughness

source for coated articlegs more pronounced on tHéSnear the

leading edge.

Rtin microns

0

N - & S & O © ©
59 S0 o o o 2 1 20 S S P o o
& Q&F\E}Z Qé&qéé) ‘24\ Q;)&Qé‘xp qé& & a‘ﬁ & 9(3&«'?&

Fig. 4 Regional values of Rt (min, avg, and max ) from aggre-
gate data
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Surface normal distance in microns
o

-50
Observed spatial variations increase even more dramatically
-100 ; = when each article is assessed on an individual basis. For example,
(@) Surtace tangential distance in mm taking each article’s surface data individually rather than in the
aggregateRameasurements over the 18 regions identified earlier
50 . T . . . . T were found to have maximum region to minimum regiaratios

LE Toward MC ———

from 2:1 to 68:1(with an average of 8)1 This means that for a
typical part, if the minimumRa region was 1um, on average
there would be a maximumaregion of 8um somewhere else on
the part. Considering the well-documented influence of roughness
on surface heat transfer, spatial roughness variations of this mag-
nitude would make it extremely difficult for a CFD code that only

Height in microns
o
T
L

1 " (

% 1 2 3 2 s 6 7 s uses a constarRavalue to match Stanton number data from real
(b) Surace angenta disance ib mm experimental hardware. Comparable spatial roughness variations
have been reported by Taylp2] and Bogard et al[8]. Taylor
Fig. 5 (a, b) Traces showing variations in roughness from re- reportedRa values from the leading edge suction surface of 30
gion to region on PS and SS first-stageF-100 turbine blades that exceeded 4 to 5 timesRhe

values measured elsewhere on the blades. Interestingly, Taylor
reported a rise in roughness at midchord on the pressure surface

abbreviated nomenclature listed at the end of this report. Repf@mpared to the aggregate finding in this study of loRathere.
sented in each figure are the minimum, average, and maxim@# the suction surface, Taylor reported decreastagvith chord
values found in the region indicated. to the trailing edge, similar to this study. It is worth noting that
The first (and perhaps most obvigusonclusion that can be Taylor's measurements were all made at mid-span, thus excluding
drawn from the data is that no single region of modern turbif&gions(Hub and Tip found to be of considerable interest in this
blading can be considered off-limits to roughnékmited mea- review. Bogard et al. reported spatial variations from pressure sur-
surements on hub and tip endwalls are consistent with this cdAce measurements on two first-stage aero-engine vanes. Here,
clusion. In addition to this general conclusion, several spati#Pughness levels were found to be approximately constant with
trends can be extracted from the data in this aggregate form@tord wih a 2 to3-fold increase at the trailing edge.
Although the mean of all the regionRlavalues is similar for the ~ The actual transitions from rough to smooth regions of the tur-
PSandSS(mean averagRa=5.5um for PSand 5.1um for S§  bine surfaces were as varied as the surfaces themselves. Transi-
mean maximumRa=21.1um for PSand 21.8um for S, the tions usually occurred gradually as in tracéb)%nd a). Often
pressure surface has larger spatial variations in avéRagmdRt  though, abrupt transitions in surface character were recorded, as in
On the pressure surface there is a dip in both parameters at nif@ces ) and @b). These transitions are even more pronounced
chord, with the trailing edge generally higher than the leadingver coated surfaces with spallati¢irace &c)). These data bring
edge. At the hub and tip, this variation can be greater than a factérmind the recent work of Pinson and Wal&j] with coarse and
of 2 from midchord toTE aggregate valuegon an individual fine grit sandpaper in a transitional boundary layer. They found
blade, variations of greater than a factor of 10 were not uncoriat abrupt rough-to-smooth surface transitions actually induced
mon). Regions with consistently high roughness include thearlier boundary layer transitioftaminar to turbulentcompared
TE/Tip and theLE and TE Hub. All three regions show height- to rough to moderately rough surface transitions at the same Re
ened levels of corrosive deposits and erosion as well as spallatiomeir explanation of this phenomenon was that vortices shed from
for the coated articles. The spanwise trace in Fig) Blustrates the large coarse grit were rapidly amplified into destabilizing in-
an abrupt drop in deposit and erosion-induced roughness levelgbilities over a succeeding smooth surface; whereas, if the fol-
along thePSLE from Hub toMS lowing surface was even moderately rough, these shed vortices
On the suction surface, again the midchord region is at reduceere broken up by the succeeding smaller grit, thus reducing their
roughness levels on average. However, over much of this surfaeigctiveness as a catalyst for boundary layer transition. Taylor
roughness appears to decrease monotonically from the leadamgl Chakrouri22] also reported curious variations in St and cf
edge. It was not uncommon to find a test article with substantif@llowing finite strips of roughness in a turbulent boundary layer.
SSLE deposits or erosion followed by a nearly pristinRa Their experimental work showed that the local value of(&td
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Fig. 6 Various transitions from region to region:

(b) abrupt, and (c) spallation related

(a) gradual,

marine applications. This disparity in magnitude may be partially
explained by the different analysis techniques employed. While all
four studies used a contact stylus for measurement, Bogard et al.
and Tarada and Suzuki did not perform an independent mean-line
fit to remove surface curvature as was done by Taylor and in the
present study. As mentioned in the previous section, this form
removal was deemed necessary to extract the roughness as “seen”
by the flow streamlines. Retaining this surface curvature in the
statistical procedure can result in considerable differences in Ra
and Rt depending on the “cut-off” or filtering parameter em-
ployed by the measurement device. Also, coating spallation sites
identified in this study were typically bordered with steep vertical
transitions of 100 to 40@m. Rather than allow these steep tran-
sitions to skew the two-dimensional statistical analysis, data from
the un-spalled coating adjacent to the site and data from the spal-
lation floor were processed separately. This filtering was per-
formed only when the length of the spalled region exceeded the
height of the spall edge by a factor of 2 to 3. By not including the
steep drop or rise at the spallation edge in the statistical analysis,
lower roughness statistics are obtained. The spall edge transitions
were not removed for the three-dimensional statistical analyses.

Service History. An expected determinant of surface condi-
tion is service history. Figure(d) shows the maximum Ra data
versus operating hoursince last service overhauibor the parts
surveyed.(Unfortunately, service history information was only

available on less than one quarter of the articles meagutiede,
the Ra plotted is the maximum value found on the part regardless
of region. Although the data appear to indicate a lack of correla-
tion between surface roughness and service hours, this conclusion
. is premature. In order to obtain a true correlation between operat-
.- ing hours and surface roughness, measurements must be taken at
successive operating intervals for the same hardware in a constant
Y operating environment. Since the data in Fi¢g)7are from nu-
. . merous unique configurations taken at a single point in their op-
erational life, they cannot provide the desired roughness-to-use
- correlation. The same can be said for Tarada and SuZ#itata
oo reproduced in Fig. (b). Although their report states that “this
figure shows a clear trend of increased roughness level with num-
ber of service hours,” their datéaken using the same “single
point in time” method appear to be equally uncorrelated with
operating hours.

In the same report, Tarada and Suzuki go on to site operating
environment as the key contributor to surface condition; civilian

¢;) temporarily undershot the turbulent smooth-wall valfce the aero-engine blades operated over North America had a mean Ra

same Rg immediately following an abrupt rough to smooth sur2f 85 #m while military aero-engine blades exhibited salt or sand
face transition. Considering these experimental findings, it coufﬁ;fpos'ts _andhhad nearly double the Ra with an order of magnitude
be that roughness transitions are as important to model as tfig> serw;:fe t(t)urhs'. hiiaht simil lated h
roughness itself. Accurate computational models of rough surfaces’ &1 €lort to higniight Similar process-related rougnness cor-

may require not only the discrete regional roughness data but ai§gtions for the present data, a representative sample of the indi-
the transition information from region to region, or better still, idual three-dimensional surface statistical data are presented in

complete three-dimensional surface roughness map. able 1. The surfaces in the table are grouped by roughness-

One final observation from the aggregate data set is the magffnerating process and have been numbered so that they can be

tude of the maximum roughne€&?) for these turbine SpeCimens_referenqed in the following discussion of specific roughness-
Though the mean average Rt, for all regions is approximately #§nerating processes.

um, roughness as large as 306 was measured for some turbine

components. For the smaller airfoils in the stu@42 cm) with Specific Roughness-Generating Processes-oreign depos-
boundary layer thicknesses of 1 to 2 mm, these levels of rougts:

ness exceed 10 percent 6fand would certainly be considered The two sources for deposition-related roughness are the com-
“completely rough” (or roughness-dominatgébllowing the gen- bustion ingredients, fuel, and aiincluding airborne contami-
erally accepted classification of Nikuradg&l]. For the larger nant3. Fuel deposits are more prevalent in land-based turbines
blades C,~20 cm) the roughness is correspondingly less impothan in aero-engines due to the wide range of relatively impure
tant, and surfaces could be transitionally rough or even aerodyels used by operators. FiguregaB and (b) show three-
namically smooth in some regions. These roughness magnitudé@sensional maps of two distinct forms of fuel deposgarfaces
(Ra and Rt are comparable to those reported by Tay®@F (1.5 #1 and #3 from two different bladgsThe first is a highly aniso-
<Ra<11) for aero-engine blades, but considerably less than védepic deposit with an elliptic, streamwise-oriented characteristic
ues reported by Bogard et d8] (8<Ra<46um) and Tarada shape. This deposit is layered in thicknesses from 50 to 200
and Suzuki[3] (25<Ra<220um). The latter study was con- especially in the TE region of the pressure surfauefuel depos-
ducted at ABB using over 50 blades from aero, industrial, ants were detected on the suction surface of this blalhecontrast

et
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Fig. 7 (a) Maximum Ra versus service hours for present
study; (b) similar data reproduced from Tarada and Suzuki
Fig. 2
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Table 1 Representative three-dimensional surface statistical data grouped by roughness-generating process

Surf# | Region Process Size(mm) | Ra(um) | Rg(um) | Rt (um) Sk Ku Ae(Um) | oms(deg) | A
1 PS/MS/TE Fuel deposits 4x4 332 39.4 226 0.22 2.23 | 380 19.9 42
2 PS/Hub/MC | Fuel deposits 2x2 4.2 5.2 384 0.52 3.04 1396 213 42
3 SS/MS/MC Fuel deposits 2x2 7 8.8 55 -0.08 291 | 340 14.2 175
4 PS/MS/MC Deposits 4x4 2.6 34 48 0.17 4.5 169 8.2 834
5 SS/MS/LE Deposits 2x2 2.7 4.9 90 1.43 242 | 131 11.4 276
6 SS/Tip/TE Deposits 4x4 7 8.9 80 0.33 33 60 24 30
7 PS/MS/LE Deposits 6x6 7.1 10.5 127 2.18 11 140 20.4 53
8 SS/MS/LE Deposits 4x4 14.1 19 168 0.5 4.4 314 21.2 45
9 SS/MS/MC Deposits 10x10 3.7 4.8 49 0.72 4.15 | 408 12.1 240
10 SS/MS/LE LE erosion and deposits 2x4 6.5 8.2 76 -0.11 2.96 | 242 15 114
11 SS/Hub/LE LE erosion and deposits 5x5 4.4 5.5 47 -0.3 308 | 114 12.5 212
12 PS/Hub/TE Erosion and deposits 1x1 9 11.2 73.2 0.03 298 | 69 25.3 22
13 PS/Tip/TE Erosion and deposits 10x10 16.6 21 220 0.37 4.65 | 3000 14.4 134
14 PS/Tip/TE Deposits and erosion 9x9 15.1 19.7 201 0.03 4 208 21.4 40
15 Endwall Hot corrosion and erosion 6x6 28 36 258 .19 3.2 530 13.8 219
16 SS/MS/TE Pitting and erosion 4x4 7.5 10.7 130 -14 9.7 6350 14.5 164
17 PS/MS/TE Pitting 4x4 4.2 7.1 79.5 -3.1 17.5 | 209 7.4 1130
18 PS/MS/MC Erosion 2x2 1.9 2.4 23 -0.11 3.1 372 10.6 345
19 SS/Tip/LE Tip Erosion 3x3 4.4 59 57 0.02 44 307 11.9 235
20 PS/MS/TE Rough TBC, no visible spall | 30x30 11.7 14.7 250 -0.11 3.41 | 418 12.8 217
21 SS/MS/LE Mild Spallation 15x7.5 4.1 7 156 -4.1 36 495 10.1 505
22 SS/Hub/LE Large spallation 15x15 19.3 26.3 394 -1.08 6 954 17.7 77
23 SS/Hub/LE Large spall near FC row 21x21 41.3 525 446 -0.25 35 2236 134 200
24 SS/Tip/LE Islands of residual TBC 15x15 17.5 259 333 -0.33 8.4 1020 15.2 132
25 PS/Tip/MC Coating erosion/spallation 2x2 13.7 17.5 126 -0.1 3.16 | 119 26.4 21
26 SS/MS/TE Clean surface 3x4 1.1 1.3 10 -0.4 3 170 4.1 5000

coatings and may play a role in creating sites for subsequent spal-
lation. In regions of advanced coating spallation, where the under-
lying metal is completely exposed, stubborn islands of coating
(Fig. 10a) surface #2have a signature similar to that of isolated
contaminants and probably result in similar aero-thermal penal-
ties. Turbines operated in marine environments suffer from corro-
e sive scale due to salt and sand. This buildup results in a wide

streamwise range of roughness scales similar to erosion, as shown in the
direction suction surfacE/Tip trace in Fig. 10b).

Regions with deposits generally exhibit a positive statistical
skewness and a wide range @f,s and A values, depending on
the number and shape of the deposit. A positive skewness indi-
cates that heights above the mean tend to be larger than heights
below the mean. That is, the profile tends to have more high peaks
than deep valleys. This is important because it is expected that

(@

(b) N = - direction

Fig. 8 Two distinct forms of fuel deposits

to this, the Fig. &) deposit is a more uniform 20—40m thick g eamwise . S -

layer, which coats nearly the entire blade. There is no directiona direction T

preference for this deposit and its surface is of comparable rougt(a) o ]

ness to the underlying metal (R& wm). Full-coverage deposits

of this type may actually perform the same function as therma

barrier coatings; though in the(@ case, the “coating” is very

rough (Ra>30m) and would substantially alter the blade per- ,

formance. .
Figures %a) and(b) (surfaces #7 and #Show various sizes of k

discrete contaminants embedded in the leading edge region. Th ) R

type of isolated roughness might be well modeled with the dis- &
—Streamwise

crete element roughness model of Taylor et[alf]. The drag- 2 i

inducing elements in this model are usually cones or hemisphere (b) L 2= direction

a good approximation to the contaminants shown in Fig. 9. Iso-

lated deposits were also observed on unspalled thermal barrier Fig. 9 Leading edge deposits /contaminants
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Fig. 13 Examples of TBC spallation

is liable to have the greatest detrimental effect on blade perfor-
mance since it is also the region of highest heat load, where the
40micron roughness element size to boundary layer thickness ratio is larg-
depth est. The eroded bladeE in Fig. 12 shows a distinct spanwise
waviness {~5 mm) from Hub to Tip. Spanwise erosion patterns
were also measured across film cooling discharge paths, as will be
shown later. Since these waves are spanwise, they may generate
streamwise vortices in the boundary layer or prevent radial migra-
tion of the flow or coolant.

Pitting and erosion both typically have signatures with a nega-
tive skewness due to the removal of metal substrate. The lArger
and lowera,,s values also indicate a reduced roughness compared
to deposits. The combination of these three observations leads to
the expectation that pitting and erosion should have less of an
impact on the blade’s aerothermal performance than deposits.
20 ' " ' " ' ' While this may indeed be true, deposits may actually pose a re-

1 duced threat to blade lifeecompared to erosion/pittingince they
also add an insulating layer to effectively shield the underlying
metal from high thermal loads.

Spallation: This was the most significant form of surface rough-

5

Height in microns

200+

Height in microns
8
T

SZ | ness measured, with height variations on the order of the coating
Toward Tp ————* thickness(100 to 400um). It occurred primarily on the suction
% P : s s 0 2 surface leading edge and pressure surface trailing edge, as well as
Surlace tangental distance in mm in the immediate vicinity of any film cooling holes. In fact, if a

coated blade exhibited spallation anywhere on its surface, the re-
gion near the cooling holes was sure to be spalled. This is prob-
ably due to a combination of two factors: The heat loads are most
severe therdthus the application of film coolingand the holes
present an obvious stress concentration for a debond to occur.
peaks have a more significant impact on heat transfer and skirSpallation occurred differently with different coatings and in
friction than valleys. Taylor[2] reported an average positivedifferent use environments. Figure 13 shows two-dimensional
skewness in his blade measurements, signaling the probable ptes:es of three spallation sites. A fourth was already presented in
ence of foreign deposits. Fig. 6(c). It showed a large region of removed coating directly
Pitting/erosion: Pitting due to hot corrosion was observed adjacent to areas of unaffected coating. The spalled region mea-
the suction surface of a handful of vanes near the trailing edgared an Ra value nearly 5 times that of the surrounding coating.
(Fig. 1X(a), surface #1Y. Although these pits were sometimesFigure 13a) is a coating which exhibited smalk—3 mm) deb-
over 50 um deep, their impact on; and St is probably minimal onds from the metal substrate, with raised peaks of coating mate-
due to their negligible flow blockage. Larger pitsraters; Fig. rial (or foreign contaminanjsat the border of the debond site.
11(b)) resulting from particulate impact and/or erosion could bEigure 13b) shows a spallation site where the underlying metal is
expected to have a more significant impact on performance. Efairly smooth and the coating appears to have experienced a clean
sion was most prevalent in the leading edge redibig. 5@a)) debond. The final tracérig. 13c)) is not a spallation site in the
where the heat load is greatest. Leading edge surface degradatiaditional sense that the coating has been removed. Rather the

Fig. 12 Spanwise LE waviness pattern due to erosion /
deposits (A=5 mm, raw data with meanline )
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Fig. 15 Chordwise roughness variation across FC rows

pitting shown earlier probably have little impact on the flow.
Gradually, these initiation sites grow down to the base metal and
broaden to form craters with significant roughness signdfeige
14(b)). Many of these spallation sites show a raised edge at the
side of the crater. The rise may be an embedded contaminant from
the flow, suggesting that the coating spallation might have been
initiated by foreign particle impact. These craters then eventually
grow to expose large sections of metal which can at times have
lower roughness than the original coated surfégg. 13b)). Fi-
nally, the metal is fully expose(Fig. 14(c)) and becomes subject

to all of the roughness inducing mechanisms discussed earlier.
Note the deposit-like island of coating still intact on this leading
edge suction surface trace.

This life cycle of surface degradation is unique from that of an
uncoated metal part which would be expected to have a mono-
tonic increase in roughness with use. Following this proposed
spallation life cycle, a coated part could experience a peak in
roughness when the craters are lafga. 14b)) followed by a
period of constant or decreasing roughness as the metal becomes
completely exposed. Then as the metal surface degradation en-
sues, roughness levels would again rise with use.

Film cooling: Film cooling sites were typically regions of dra-
matic spatial variations in surface roughness. Figure 15 contains
three chordwise traces across film cooling rowst over the
holes themselves The location of the row is indicated in each
trace, though it is probably unnecessary. The first is a veritable
canyon of TBC spallation evidenced all along this pressure sur-
face trailing edge film cooling row. The second trace shows a
subtle rise in surface erosion at the cooling site with a return to
ambient levels thereaftéthe most common signatyrerhe third
trace shows a rise in deposits at and beyond the cooling row.
Goldstein et al[23] and Barlow and Kin{24] have both looked
at the effect of roughness on film cooling effectiveness. Goldstein
et al. modeled roughness using cylinders with dimensions on the
order of the boundary layer thickness mounted before and after
the film cooling site. They reported increased film effectiveness at
high blowing rates due to reduced coolant blow-off. Barlow and
Kim etched small pedestals into the stainless steel panel which
contained the film cooling row in their study. The pedestal dimen-
sions were selected so that the panel's Ra value was approxi-
mately equal to the boundary layer momentum thickness at the
injection site. Barlow and Kim also reported increased effective-
ness with roughness at higher blowing rates and showed better
lateral coolant coverage as well. Whether the results with these
regular roughness arrays would approximate that of the real
roughness traces shown in Fig. 15 is unclear. Certainly, for the
case of spallatior{Fig. 15a)) coolant blowoff may actually be
worsened due to roughness.

One surface feature due to film cooling that has not been treated
in the open literature is the spanwise pattern downstream of the
film cooling row. Several, though not all, of the film cooled blades
evaluated in this study showed a periodic distribution of furrows
downstream of each film cooling hole. The three-dimensional map
in Fig. 16a) (surface #1Band associated trailing edge spanwise

coating on this blade had bubbled up from the surface formingti@ce (16(d)) show that these furrows have elevated levels of
bumpy region £~0.8 mm) over much of the pressure surfacgéoughness compared to the regions between the holes. The depth
MC & TE. This trace was taken in the chordwise direction fronef the furrows can range from 8pm (for trace 16b)) taken
midchord forward and shows the transition from the bubbled repproximately 8 downstream of the holésip to 500um (trace

gion to the unaffected coating.

16(c) taken on a vane endwall aboutdLfrom the hole location.

Although different coatings exhibited different spallation signafhe mechanisis) responsible for these furrows is unknown, al-
tures, there appeared to be a common evolution of spallation sité®ugh they have been observed by oth&sechting 25]), who
Initially, spallation sites had a similar appearance to pitting arftave suggested that they may be due to a suppression of deposits
formed either due to flow contaminants or a localized failure dfi the path of the film cooling flow. Molten combustion matter
the coating itself(Fig. 14@)). As the number of sites increasedwould tend to cool and harden in the film cooling path thus re-
the statistical skew of the roughness registered more and mdieing its ability to adhere to the blade surface. This is a plausible
negative values. In fact, the average skewness of all of the twexplanation for the large furrows in Fig. @, since the vane in
dimensional measurements on coafest unspallegisurfaces was question did exhibit extensive deposits. The vane in Figa16
—0.3, compared to an average over the noncoated surfaceshofvever, shows elevated roughness levels in the furrow, suggest-

+0.2. Accordingly, the spallation sites at this initial stdlijlke the

746 | Vol. 123, OCTOBER 2001

ing the possibility of enhanced erosion from the film cooling jet.
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Whatever the cause, these larger trenches would certainly curtaiHub = blade hub or vane inner radius
spanwise diffusion of the coolant and may inhibit jet blow-off k = average roughness heightRz

altogether. ks = equivalent sandgrain roughness
Ku = kurtosis of height distribution
Summary and Conclusions LE = leading edge

MC = midchord

Surface roughness measurements have been presented for g — midspan

wide range of in-service land-based turbine hardware provided ' = number of points in profile record
from four manufacturers. A summary of findings follows:

PS = pressure surface
Based on the aggregate data from all roughness measurementy; — centerline average roughness

taken, it is clear that no region of turbine hardware is “off-limits” e = Reynolds number based on streamwise direction
to roughness. Although some regions on both the pressure ancﬁQq = rms roughness '
suction surface are traditionally more prone to specific roughness pi — maximum peak to valley distance

mechanisms, on average all regions showed roughness levels 4 tog, — average peak to valley distance

8 times)greater than the levels for production line hardware (Ra g — g\ rface area of sample without roughness
<1 pum).

= total frontal surf. f I
Taken individually, blades exhibited spatial variations from 2:1 g’fk _ sigwr:ggsaofswt’a%chi gir;?”;)uﬂsoanmp ©

to 68:1 in the maximum to minimum Ra ratio. Transitions be- ¢ — Stanton number
tween rough and smooth regions were usually gradual, but could gg — g ction surface
be very abrupt. TE =

. . . E = trailing edge
A thermal barrier coating spallation appears to follow an evo- Tip = blade tip or vane outer radius

lutionary life-cycle from pits to craters to completely exposed = surface height coordinate after removal of meanline
metal, which can at times see reductions in local roughness with fit

use. Ymax = mMaximum height in profile record

Film cooling sites are regions of dramatic spatial variations in = minimum height in profile record

surface roughness Wlth_ roughness increasing at .the injection sit me = rms deviation of surface slope angles
and downstream. Erosion furrows detected behind some of the _ ;
fil ing hol d h anifi il h | 6 = boundary layer thickness
ilm cooling holes could have a significant influence on the cool- A. = roughness shape/density parameter
ant effectiveness.
. . . . N = wavelength
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High-Resolution Measurements
of Local Heat Transfer
Coefficients From Discrete Hole
Film Cooling

S. Baldauf’
A. Schulz Local heat transfer coefficients on a flat plate surface downstream a row of cylindrical
' ejection holes were investigated. The parameters blowing angle, hole pitch, blowing rate,
S Wittig and density ratio were varied over a wide range, emphasizing engine relevant conditions.

A high-resolution IR-thermography technique was used for measuring surface tempera-
ture fields. Local heat transfer coefficients were obtained from a Finite Element analysis.
IR-determined surface temperatures and backside temperatures of the cooled test plate
measured with thermocouples were applied as boundary conditions in this heat flux com-
putation. The superposition approach was employed to obtain the heat transfer coefficient
h; based on the difference between actual wall temperatures and adiabatic wall tempera-
tures in the presence of film cooling. Thedata are given for an engine relevant density
ratio of 1.8. Therefore, heat transfer results with different wall temperature conditions and
adiabatic film cooling effectiveness results for identical flow situations (i.e., constant
density ratios) were combined. Characteristic surface patterns of the locally resolved heat
transfer coefficients hare recognized and quantified as the different ejection parameters
are changed. The detailed results are used to discuss the specific local heat transfer
behavior in the presence of film cooling. They also provide a base of surface data essen-
tial for the validation of the heat transfer capabilities of CFD codes in discrete hole film
cooling. [DOI: 10.1115/1.1387245
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Introduction tion of heat transfer enhancing turbulence by the jet ejection are
. L I L . . provided by Pietrzyk et al.2,3], Burd et al.[4], and Thole et al.
e Coheel® So0U"aJ5]for sl cfeton siuatons. Highy resohed experimentl
sive material temperatures. The great majority of investigations @?;gé?:nin;fg:gtﬁéea:'fiﬁse{r‘?gsgﬂtl’)'s If‘\?yrdtﬁgﬁ%g\rl:gi toehl’ﬁpera-
the literature concentrate only on the temperature problem of fil hd Bogard[7]. Other recent studies, including also compound
cooling, that is, the determination of the adiabatic film coolin§ngle ej%ction .are given by Sen et[eii] Schmidgi et al[9] a[r)1d
effectiveness Bell et al.[10]. Computational studies with highly refined grids
T—T were carried out by Sgarzi and Lebog¢i] for a normal ejection
= —2 (1) baseline case and by other authors, e.g., Walters and LEy2k
Te—Tc for the inclined coolant ejection. From these and other authors’
- . . investigations, the basic large and small-scale flowfield phenom-
In fact, the prediction of the material temperatures Is a heat f.“é?ﬁa of inclined jets in crossflow, like jet lift-off and entrainment of
problem. Heat transfer from the hot gas into the wall, conductiqyy (o5 \nder the coolant jet and the resulting vortex structures,
within the wall, and heat transfer from the wall to the mterna&re KNOWnN.
cooling air flow have to be considered. Furthermore, with the 1o 5 esent paper focuses on the local heat transfer coefficient,
internal cooling air temperature being dependent on the trafgniie 5 companion papéBaldauf et al[13]) treats details of the
ferred heat flux, an iterative solution for the wall temperature h"l’écal adiabatic film cooling effectiveness. For the determination of
to be employed. the heat flux from the hot gas to the wall, two different approaches

The predict!on of the hgat trans_fer on t_he hot gas side in ”&?e common. The first employs the temperature of an adiabatic
presence of film cooling is especially difficult. With respect t

structural and manufacturing constraints, cooling air ejection on

turbine blades is restricted to discrete holes. The ejected cooling

air jets induce a highly complex turbulent mixing situation, affect- Gw=he(Taw=Tw) (2)

ing the boundary layer temperature patterns as well as the local o ] )

velocity profiles and, therefore, the local heat transfer coefficientderein the heat transfer coefficieint particularizes the heat flux
General effects of the jet and hot gas flow interaction for typic&@rocess from the cooling film to _the wall. The second utilizes the
cases of inclined jets in crossflow observed by highly resolvdgnown hot gas temperature to give

flowfield measurements were documented by Lee €tldl.De-

tailed flowfield measurements and additional data on the produc- qQw=h(0)(Tg—Tw) (3)

'Present address: Siemens Power Generation, 454T&Muan der Ruhr, Ger- The heat transfer coefficieht( §) describes the whole heat trans-
many. ) ) ) ort behavior form the outer hot gas flow to the wall. Therefore,
| Contnbuted by the Internatlonal Gas lTurblne Institute and p(e;gnted a_t the 4 influence of the actual cooling film temperature on the heat
nternational Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, . . ! >
Indiana, June 7-10, 1999. Manuscript received by the International Gas Turbik@nsfer in th|$ f_ormulatlon n_eCGSS'_tates the dependence O_f the heat
Institute February 1999. Paper No. 99-GT-43. Review Chair: D. C. Wisler. transfer coefficient on the dimensionless temperature ratio
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An analysis of the simplified boundary layer equations of the co] ] w4 is.e

vective heat transfer problem reveals a differential energy eqt _b'q_;_

!O!I I O\I
(A ATRTITATNTERS

E TT
tion of a linear form for constant flow properties. Thus, a gener. ] ltcftlsfc]uf? Zﬁﬁ;‘“‘
solution can be derived from the linear superposition of two sp ' — il
cial solutions(Metzger and Fletchdrl4], Choe et al[15], Jones Ay &ar Yeives
[16]). A very detailed examination of the practical relevance of th 1 prr— contrifugal
superposition approach by Gritsch et[dl7] shows that the linear cooler  orifice und vaive pump

approach is still appropriate for the range of typical temperature ) ) o

ratios and property variations of film cooling applications emfid- 1 Extended hot wind tunnel scheme with cooling circuit

ployed in operating engines. However, use of a constant density

ratio to conserve an identical flow situation, for measurements . o . ) .
with a variation ofé is imperative. Linearity of the problem im- tra_nsf_er coeff!uent distributions in the presence of hlgh-d_ens[ty-
plies both the wall temperature independenchaénd the linear- ratio fllm_coollng on a flat pl_atg dqwnstre_am of a row of cylindri-
ity of h(#). For large ratios of wall to flow temperature where th&2l ejection holes. The optimization of film cooling depends on
flow properties(i.e., viscosity, thermal conductivity, specific h)eatthe ability to ejgct an adequate amount of c.oplant without 5|gn|f|-
within the thermal sublayer are affected, a correction of the heg@nt augmentation of the heat transfer coefficient. Therefore, high-
transfer coefficient depending on-0.25 power law of this tem- '€solution surface data are acquired beginning close to the ejec-
perature ratio is useée.g., Kays and Crawfor18]). As con- tion and_extendmg over a sufficient down_stream_ distance. A
firmed by other authoré&onsiderations and results of Loftus andystematic alteration of the parameters of primary influence pro-
Joneq19], Forth et al[20,21], Teekaram et a[22]), for all prac- vides information on conditions for optimal fllm_coo_llng behavior.
tical purposes linearity is not greatly affected by this effect, sincéh€ data are additionally valuable for the validation of the heat
this temperature ratio at the film-cooled wall is usually still closifansfer capability of CFD codes in film cooling predictions and
to that of the referenced unblown case. If a correction is not cof@r the development of refined wall and turbulence models.
sidered, deviations of up to 5 percent were stated by Teekar . -

et al. [22]. With the correction this deviation should disappea%?(pe”memal Facilities

Therefore, the property effects on the heat transfer coefficients areThe experimental method of the present investigation is based
dominated by the local temperatures of the cooling film near th@ stationary experiments in a scaled-up geometry realizing
wall, and the linearity of theh(¢) data is not affected signifi- engine-like flow conditions. Proper temperature ratios of hot gas
cantly. Since either of the two Eq&2) and(3) designate the same to cooling air are applied to obtain realistic density gradients and
heat flux, the relation of the two types of heat transfer coefficieneat flux directions. The use of foreign gas and the mass transfer

is given by analogy was avoided to exclude effects from foreign media
properties.
h(0)=h¢(1—76) (5) The heat transfer measurements were carried out in an open-

In the present study), are presented for an engine relevant de c_ircuit hot wind tunnel at the Institute of Thermal Turbomachin-
P f P g ry, University of Karlsruhe. A schematic of the installation is

sity ratio of 1.8. Under such experimental conditions with realistighown in Fig. 1. For a detailed description of its basic features

}ﬁ&%ﬂggﬁrﬁﬂ{ até%ﬁézta&aﬁegz:j}ze%m dﬁggtltce'l\',:]ae"(t)irlgp\?v?;utr%eem3]' _For th_e heat transfer measuremen_ts, an ado_litio_nal cool-

determineh isf o carry out two or more expe;iments af dif‘feren(ing circuit was installed to generate a heat sink, resulting in a heat

9 (where orf1e may be an adiabatic wall experimentd extrapo- lux from the hot gas into the test surface. To allow a variation of
the wall temperature of the test surface, the cooling fluid tempera-

late h;=h(6=0) by use of Eq(5). This is done using measure- : : :
ments at the same density ratio@is varied. The result is the heat#:;iz ?J?sggiesas(jifiisgr?%illn the range of 280 K to 470 K. The cooling

transfer coefficienh; of the actual high-density-ratio flow field A scheme of the test section is shown in Fig. 2. The cooling air

for use n Eq.(2). Thus, note that thgse heat transfer COeﬁ'c'eme?wters the test section from a plenum through cylindrical ejection
are different from those measured with the same coolant and mgift "~ «0 = " Giameter. The cross-sectional area of the test

flow temperaturesi.e., iso-energetic conditions used by Cho%Iuct is 21x44D. Different ejection geometries are realized as

et aI.[lSJ and others - modules that fit into the coolant plenum duct. The ejection mod-
Invest_lgatlons_ c_)f _the Ioc_al h_eat transfer coefficients were P&lles are made from the semi-crystalline thermoplast TECAPEK
formed in the vicinity of ejection holes by Kumada et f23], '

; ; : which combines high thermoresistance and low thermal conduc-
Goldstein and Taylof24], anc_j Cho af‘d Go_Idstel[r25] using the_ H\(ity. They approximate an adiabatic surface at the ejection loca-
mass transfer analogy at unity density ratio. They provide insig
into the near ejection mixing phenomena and can be related very
closely to the flowfield structures described by the authors quoted
earlier. Investigations extending downstream into the film regicsspphire window
have been undertaken by Ammari et [@6], Ekkad et al.[27],
and Goldstein et al.28]. The great majority of the published in-

detailed data for other geometries are sparse. Only few expe
ments were conducted at turbine like density ratios with high loc
resolution(e.g., Gritsch et all29]). Such local experimental data -
are needed for the development and validation of refined wall adieston modulc
heat flux models for CFD predictions. Highly resolved local sui

face data are necessary for a better understanding of the physic

the turbulent jets in hot gas flow interactions and their impact ¢

the heat transfer coefficients. plenum

The present study addresses these issues. Thus, the objective of
the present study is the determination and analysis of local heat Fig. 2 Test section for heat transfer measurements

stcal body
insulation
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tion. Effects of a coolant temperature rise in the hole passage were Table 1 Operating parameters
correlated based on the thermocouple measured plenum temperes

ture, the blowing rate, and the hot gas temperature. Coolant tem- Geometry 2/3332630590 deg
peratures thus represent values at the exits of the holes. The test L/D=6

plate connected to the ejection module extends frdnt@ 82D

downstream of the ejection location. It consists of eight plates of Hot gas flow 6R?I§§8002_14’000
a machinable ceramic materié@Corning Macoy with a down- Tu=15 percent
stream length of 1D and a thickness of[2, respectively, having

a thermal conductivity of 2.0 W/mK. The plates are supported by Coolant flow ';,"_:10-221%-5

a steel body of the same thermal expansion coefficient as the 0=1.6-4
ceramic material, also bearing the connections for the cooling

fluid supply. Channels are embedded below the plates to allow the

direct contact of cooling fluid and ceramic. The coolant fluid was

applied at high flow rates, resulting in very high heat transfer 2

coefficients and a homogeneous temperature on the backside of | = (pu)e (8)
the test plate. The temperature rise of the coolant fluid crossflow (pU%)g

was very small.

The local surface temperature measurements are performedl pacyground turbulence with typical large length scales to en-
with a high resolution IR-camera system. Ejection modules algie that the development of important vortex phenomena of the

tes_; surfacg_ are coatedc_i with a constant emisaivity dye 1o assyfEction is not impeded by increased turbulent viscosity. A com-
uniform radiation conditions. Two 0.25 mm thermocouples lGilation of the dimensionless operating parameters is given in
mounted flush to the test surface on every segment at varymigye 1.

lateral positions of 2B to 6.1D from the channel centerline for
surface temperature control amdsitu calibration of the IR cam- :
era images. A total of five to eight thermocouple measureme[r?f'Jlta Processing
points were used to fit the temperature processing parameters opurface temperature data were acquired thermographically over
the IR camera images, accounting for all effects of reflection @frange of several hole pitches in the middle of the channel. The
the surrounding channel temperature from the test surface as vill information of a periodically uniform row of holes is con-
as transmission and emission from the sapphire winddtestiny tained in a stripe of 1/2 hole pitch, extending betwearmormal
et al.[30]). A second set of thermocouples is mounted on the coRymmetry planes in the hole centerline and in the midspan. Sub-
side of the segmented test plate opposite to the surface measusigguently, IR information over several hole pitches was con-
points. They allow an estimation of the heat flux at the measurigignsed to one-half pitch stripe by averaging the temperature from
locations and were found to be sufficient to control the backsidlee surface points of an even number of half pitches with the same
temperature boundary of the test plate. A minimum test plagg&reamwise coordinate and identical distance from the according
thickness is needed to enable a precise distance of opposite tigenterline.
mocouples and the measurement of real surface temperaturedo calculate the local heat transfer coefficient using @j.the
Thus, plate material and thickness were selected to realize a Begal surface heat flux is required. It was obtained by an FE analy-
number near unity of the regarded heat transfer process from #ie of the three-dimensional internal heat flux within the test plate
hot gas through the wall, to minimize the error of heat transf@nd ejection module, considering their different properties. The
coefficient determinatiofiJacobsef31)). test plate was modeled as a monolithic block; interfaces between
In a test run operating point, IR images, and thermocouple tefihie single segments were not considered. The computational
peratures were recorded simultaneously. The accuracy of the thgedel and a typical result of this analysis are shown in Fig. 3. IR
mocouple measured temperatures wa#s2 K. Local surface tem- data were applied as a temperature boundary condition on the test
peratures on the calibrated IR images deviated less than 1 perciiface; the streamwise interpolation of the thermocouple data
of the actual cooling air to hot gas temperature difference. TH&®m the discrete measuring points on the backside of the test
operating conditions and examined geometries of the heat trangitate was applied to the backside of the FE model as laterally
measurements were the same as those of the adiabatic film coofiagstant temperatures. The heat transfer coefficients on the back-
effectiveness measurements presented in the companion paiée of the ejection module and in the ejection hole were corre-
[13]. Hot gas velocity was kept constant @t 60 m/s to ensure lated using empirical equations of Gnielingld2] for tube inlet
uniform velocity profile conditions at the ejection location. Thdlow and developing flow over a flat plate, depending on tube
cooling air temperature was kept at abdgt=300 K and density length and downstream distance on the surface, respectively. The
ratio was adjusted by a variation of the hot gas temperature. Teé@mplex heat transfer situation was approximated by applying the
flow cases of the present study are specified by the dimensionless
geometry and flow parameters. For every geometry and combina-
tion of blowing rate

Thf experiments were carried out in an environment of low chan-

IR-camera
(pU)c tempemtures\
= (6)
(pU)g
and density ratio
Pc e
P= e @ o

i.e., identical flow conditions, a set of measurements with different
0 was attained by a variation of the cooling circuit temperature. In
this setup, the parametébecomes a dimensionless wall tempera-
ture and is the result of the measurement in every point of the coretatons
regarded surface. Both flow parameters blowing rate and density

ratio can be combined to form the momentum ratio Fig. 3 FE model of the test plate, a=60deg, s/D=3
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Fig. 4 Local h; resulting from a set of surface heat transfer
measurements at varying dimensionless wall temperature
conditions

25

i)
o=30", &/D=3, P=1.4%

Fig. 5 Local heat transfer coefficient distributions for typical
. application conditions
averaged heat transfer coefficients based on the mean flow veloci-

ties as a constant on the regarded surfaces, with the coolant tem-
perature as a reference. For all other surfaces of the model adia-

batic conditions were assumed. It can be seen than the junction of the ejection module and the
The computation yields a precise result for the local surfaggst plate ak/D =2 introduces significant perturbations to the FE
heat flux gy into the test plate as an excerpt from the threesnalysis results, since the contact of ejection module and test plate
dimensional solution. On the surface of the ejection modulgould not be modeled perfectly. Furthermore, the single test plate
qualitative observations are possible and reasonable heat €Xgments can be detected in the resulah, by regular devia-
change conditions at the front end of the test plate are provide@ns of the heat transfer coefficient in streamwise direction. On
The local surface heat flux on the test plate balances the sumgé cooled test plate the accuracy of the surface heat flux compu-
local convective heat flux and local radiative heat flux tation mainly depends on the surface temperature measurement:
Gw=Geons q ©) The error of the surface heat flux is about 1 percent. The determi-
W Heonv " Hrad nation of the radiation reference temperatiligghas an error of 2
The radiative heat transfer from the surrounding channel wafercent. At typical conditions, the error of the resulting heat trans-

was approximated by an enclosed body approach fer coefficienth() is 3.5 percent. The error of the extrapolated
4 -4 wall temperature independent normalized heat transfer coefficient
Orad= oew( T3~ Tw) (10)  h,/h, is about 7 percent, including the described effects of sur-

where an effective local temperatuFe was applied on basis of a facé contour perturbations.
measured channel wall temperature. Local heat transfer coeffi-

cientsh(6) were calculated from the remaining convective heat

flux for every surface data point. The surface heat transfer coefResults

cient was normalized with the heat transfer coefficient of the un-
blown case, that could be well deS(_:rlbe_d with the empirical €U rface contour plots of the normalized heat transfer coefficient
tion of Kays and Crawford18] considering an uncooled starting,

. /hq. For reasons of clarity, the actual results available for one-
lﬁgﬁ'th Xs of the boundary layer and the temperature ratio at tr}#alf pitch are mirrored at the hole centerline to result in a full

pitch picture. The results are presented with respect to the blowing
-0.25 rate as the important design parameter, and the according values
of the momentum ratio are also stated.
(11) Figure 5 shows a set of heat transfer results for a shallow ejec-
tion angle, typical hole spacing, and high density ratio at the low
The procedure of extrapolatirig follows the linear superposition turbulence level of 1.5 percent. At lower blowing ratésl
scheme described in detail by Gritsch et[al7/] and was applied =0.4—0.85 and =0.09-0.41, respectivelytypical flow condi-
as follows: tions of a fully attached coolant jet are present. The counter rotat-
Displayed in Figs. éa—c) are the surface distributions of theing vortices of the coolant jet flow are lying on the surface and
dimensionless temperatures from several runs at identical fleause significant traces of enhanced heat transfer. These are ex-
conditions, where those of the cooled surfg€igy. 4(b), 4(c)) are tending from the lateral rims of the ejection hole up to aboud 25
processed td(0)/h, data. A further local datum was taken fromdownstream the ejection. By mixing and spreading of the coolant
the adiabatic effectiveness measurement hgt/h=0,,,)=0 into the hot gas flow, the vortices fade and the strong surface
([13], Fig. 4@)). Note that at the adiabatic condition onfis,, interaction diminishes. A low heat transfer region is present in the
values are given in Fig. 4. In this way a minimum of three and wake between and under the vortices in the centerline, where
maximum of six single measurements at varying wall temperaturelatively low velocities are acting on the surface.
conditions for every flow case were used to find the functional In the midspan between two ejection holes, a slight decrease of
relation ofh(6). At every surface location, a linear regression othe heat transfer is seen. Since the coolant jet at the given condi-
the pointsh(1/h=6,w), h(0,),h(6,), ..., results in the appro- tions is significantly slower than the hot gas flow, it is accelerated
priate values oh; /hy (Fig. 4(d)) andh referring to Eq.(5). This by a turboviscous transfer of momentum from the hot regions of
regression is thus implemented as the ratio of coolant to hot dgaigh velocity close to the jet. Especially in the midspan between
density ratio is held constant. Gritsch et[dl7] provide additional the coolant jets, this causes a deceleration of the hot gas flow near
details. the wall and, subsequently, a reduction of the heat transfer below

The results of the heat transfer measurements are displayed as

Tw
Te

Xs 0.91-1/9
— 50.2p 0.6 _
ho=(puc,)0.03 Re "“Pr 7[1 (x+xs) }
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Fig. 6 Characteristic heat transfer patterns for typical applica-
tion conditions at high density ratios

1 E: oy
a=90", /D=3, P=1. =0
the level of the unblown case. The downstream heat transfer of e » VD= P

very low blowing rate is slightly below the unblown case apgig 7 Effect of the blowing angle on local heat transfer coef-
proaching unity aM =0.6 (1=0.2). ficient distributions

Up to M=0.85 (1=0.41) only minor changes in the vortex
behavior are visible. The vortex traces are slightly bent toward the
centerline around/D = 6. The vortex surface interaction is inten-
sified very near to the ejection, but the low-momentum surfa@pplication relevant high density ratios and shallow angle ejec-
patterns are still present. The vortex traces tend toward midspgan. They serve as a reference for the effects of alterations of
farther downstream where heat transfer is slightly augmented. Tthese typical conditions.

traces of adjacent jets vortices get into contact at arauii Coinciding with the results of the adiabatic effectiveness mea-
=22 creating a stagnation line of fluid downwashed on the swsurement$13], an attached coolant jet is present for typical con-
face in the midspan by the vortex flow motion. ditions and blowing rates beloM =1.0 or momentum ratios of

At a blowing rate oM =1.0 (1=0.56), a significant change in 1 =0.5. In this range an increase of the effectiveness with increas-
the flow situation can be observed. The vortex surface interactiony blowing rates or momentum ratios is found. The surface pat-
is lost at around D downstream of the ejection, where the vortexerns are those of a flow situation governed by the single jet in
traces are expected to be nearest to the centerline. Coolant flmwssflow mixing. The coolant jet vortices cause traces of high
and vortices are driven apart from the surface by the increadeeiat transfer separating low heat transfer areas in the midspan and
coolant momentum normal to the surface. Very close to the ejan-the wake region in the centerline.
tion hole, where the vortices have intense surface contact beforéAt moderate to elevated blowing rates, the coolant jet begins to
they lift off, heat transfer is still intensified. The low midspan hedift off the surface. The coolant flow separation near the hole exit
transfer region is filled up as expected from the increasing disecomes obvious as the vortices of the jet lose surface contact.
placement effect of the ejected coolant jéBoldstein and Taylor The lifting jet opens space beneath to the formation of a turbulent
[24]). As a result of the increasing jet to hot gas interaction, flowwake region that emerges from the trailing edge of the ejection
turbulence is enhance@®ietrzyk et al[2]) and downstream heat hole. Only spots of intense surface interaction at both sides of the
transfer is rising. With a further augmentation of the blowing rat&ailing edge of the ejection hole can be found. These spots are
toM=1.4 (1=1.09), the high heat transfer spots near the ejectiariented toward the centerline and merge with the turbulent wake
hole move toward the centerline and merge. They form an arearegjion. The surface patterns indicate a flow situation that is domi-
combined vortex and turbulent wake heat transfer augmentatiomiated by the jet in crossflow mixing in the vicinity of the ejection
the centerline, followed by the low heat transfer wake regiomand by the interaction of adjacent jets downstream. The counter-
Midspan heat transfer is rising near the ejection because of tfo¢ating vortices generate laterally alternating regions of low heat
displacement effect of the coolant jets. Beginning at locations thinsfer in the wake on the centerline and high heat transfer on the
about x/D=12, the midspan stagnation region is shifting upstagnation line between the vortices of adjacent jets in the mid-
stream and overall heat transfer is increasing. span. To the sides of the ejection holes enhanced heat transfer due

For blowing rates oM =1.7 (I=1.61) and beyond, a secondto displacement effects of the ejected coolant jet can be found.
significant change in the flow pattern takes place. Vortex interac-At high blowing rates oM =1.7 (I =1.61) and above, the jetis
tion with the surface is suspended as the coolant jet completelympletely detached and penetrates into the hot gas flow. The
detaches from the surface and penetrates into the hot gas flow. Vheex surface interaction at the ejection is lost. The turbulent
high heat transfer area near the ejection hole reduces to a turbuleake region moves downstream and separates from the ejection
wake region in the centerline, extendingDl2lownstream. It is hole. Near the ejection location the displacement effect of the
now separated from the ejection hole and followed by the loaoolant jet is amplified by the joined effect of the adjacent jets,
heat transfer wake region. The midspan stagnation region is evesulting in further heat transfer augmentation. The situation is
more pronounced and extending upstream while the midspan dieminated by the interaction of adjacent coolant jets. The inter-
placement region extends farther downstream. This situationasting jets cause significant displacement and stagnation regions
stable up to high blowing rates, accompanied by a further increasehe midspan and a wake region in the centerline. In the follow-
of the overall heat transfer coefficient ratios to around 1.2 withimg, the experimental results will be discussed according to these
50D downstream of the ejection. typical heat transfer patterns.

The heat transfer distributions shown in Fig. 5 very precisely In Fig. 7 the effect of steeper ejection angles on the local heat
indicate characteristic flow situations. The observed footprints tiinsfer is demonstrated. At steep angle ejectieig. 7(a)) and
the mixing and lift-off effects allow the allocation of specific flowlow blowing rates, the vortex traces show about the same down-
behavior and resulting coolant film development. Therefore, thesieam extension as for shallow angle ejection. Higher turbulence
typical heat transfer patterns are schematized in Fig. 6 for tpeoduction from the more intense coolant jet in hot gas crossflow

Journal of Turbomachinery OCTOBER 2001, Vol. 123 / 753

Downloaded 01 Jun 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



k!
a=30", ¥D=3,P=1.2 xo

Fig. 9 Effect of the density ratio on the local heat transfer co-
efficient distributions
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from the inclined ejection, where explicit traces of locally aug-
mented heat transfer can be observed beyoridl. 40

Figure 8 shows the influence of the hole spacing on the local
heat transfer. At small pitch ejectidirig. 8@)) and low blowing
rates, vortex traces start near the ejection hole very close to the
centerline. They are soon directed toward midspan, where a pro-
nounced stagnation region is present. Low heat transfer is found
downstream in the centerline wake and at the ejection location in
F_ig. 8 _ Ef_fect_ of the hole spacing on local heat transfer coeffi- the midspan. AM =0.85 ( =0.41) the midspan stagnation region
cient distributions moves upstream, suppressing the development of the vortex

traces. Close to the ejection, the interaction of the narrowly spaced
adjacent jets is expected to be very intense. Here the early contact

mixing can be expected at the steep angle ejection, resultingahthe vortices with the surface seems to be obstructed, resulting
higher heat transfer coefficients. The jets seem to be mostly die-a low heat transfer area upstreamxdb = 3.5. Typically of the
tached at the hole trailing edges as indicated by a region of vesteep angle ejection, no typical transition to the penetrating jet
low heat transfer upstream atD =4. Obviously, the jets do not flow situation can be found. Beyordd =1.0 (1 =0.56) the vortex
rise to high trajectories, since intense vortex traces can be sé&tes merge in the centerline upstreanx/@ = 10 and transform
downstream ofx/D =4. Increasing the blowing rate thd=1.0 into a turbulent wake region. Compact midspan stagnation regions
(1=0.56), the traces are gradually fading and moving towamach from aboux/D =12 to aboutx/D = 35.
midspan where they merge and transform to a midspan stagnatioifhe established pattern is stable and remains unchanged up to
region. Starting aM=1.4 (1=1.09) typical patterns of the pen-high blowing rates oM =2.0 (I =2.22) with rising overall heat
etrating jet flow are present as a separated high heat transfer transfer. Adjacent jet interaction is, therefore, dominant within the
bulent wake region occurs in the centerline, spreading to midspahole range of examined blowing rates. Compared to a hole spac-
atx/D=8. The vortex traces have moved completely to the midng of s/D = 3, higher overall heat transfer is induced even at low
span, integrating into the midspan stagnation regions at abdlbwing rates. At very high blowing rates &1 =2.5 (1=3.47),
15D. In the midspan near the ejection, the heat transfer is etite midspan stagnation regions become so intense, that they are
hanced by the jet displacement and increases with the blowihlinding out the turbulent wake region in the centerline. The heat
rate. Overall heat transfer at moderate and high blowing ratestiansfer coefficient ratios are rising beyond 1.5 within the first
somewhat lower than for shallow angle ejection, caused by a D and to about 1.4 within 3 downstream of the ejection. The
duced surface interaction of the coolant jets as expected fronflawfield is homogenized early at a downstream distance of about
higher jet trajectory. x/D=25.

At normal injection(Fig. 7(b)) an even more intense interaction A completely different situation can be found for large pitch
of the hot gas flow with the coolant jets should take place, causiegection(Fig. 8b)). The typical vortex traces of the attached jet
a augmented production of jet mixing turbulence. The resultiraye present up to blowing rates bf=1.0 (I=0.56). They are
vortex traces show higher heat transfer but the surface flow alsoser to the centerline and more intense than for a hole spacing of
settles earlier at lower downstream distances. In contrast to 81D =3. In contrast to the situation at smaller pitch, the traces are
clined ejection, this pattern intensifies until blowing ratesMbf not interrupted at lift-off or obstructed by adjacent jet interaction.
=1.0 (I=0.56) are reached without indication of a significant jeThey are smoothly growing together in the centerline upstream of
lift-off. With increasing blowing rate(M=1.4, |=1.09 and x/D=20 while being still fully present far downstream. A
above, the vortex traces grow together, smoothly transforminstretched vortex and turbulent wake region is formed in the cen-
into a separated turbulent wake region that stretches over tedine (M=1.0, 1.2;1=0.56, 0.8 followed downstream by the
whole span a/D=8. The midspan stagnation region is widetow heat transfer wake. Advancing to a blowing rateMof= 1.4
than for the inclined ejection cases and the flowfield is homogt=1.09), the spots of intense vortex surface interaction close to
enized early aroung/D = 25. At high blowing rates, normal ejec- the ejection location move back to the ejection hole. This indicates
tion produces spanwise-oriented patterns rather than tthat the coolant jets are gradually losing surface contact. A sepa-
streamwise-oriented patterns that are expected from a vorteated turbulent wake region of the penetrating jet flow is left. The
structured coolant flow. In addition to a significant wake in thsituation remains stable with a further augmentation of the blow-
centerline very high and spanwise uniform heat transfer is foummg rate. The midspan region near the ejection shows gradually
within a distance of 2D downstream of the ejection. Pronouncedncreasing heat transfer ratios, emerging from the ejection holes
jet displacement effects can not be observed. In contrast to Figaarkl caused by moderate jet displacement effects. Midspan heat
and 7a), it can be seen from Fig.(B) that the areas of highest transfer is not affected by stagnation effects for low blowing rates,
heat transfer coefficients are confined to downstream distancesanél at higher blowing rates only a slight increase of the midspan
3D to 10D. Farther downstream, the values decay quickly acrobgat transfer can be found.
the whole span for the normal ejection. This differs significantly Figure 9 shows the effect of a reduced density ratioPof
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=1.2, which is close to the iso-energetic ejection case, on the r
local heat transfer. Compared to Fig. 5, it displays the difference

in the results of a typical, low-density-ratio experimental setup to 08
real engine conditions. For low density ratio and blowing rates up
to M=0.6 (1=0.3) vortex surface traces can be detected, being
less pronounced than for a high density ratio. Therefore, heat
transfer is lower than for the high density ratio case close to the
ejection, indicating the reduced surface contact of the coolant.
Since coolant velocity is closer to the hot gas velocity at these
conditions, jet into hot gas crossflow mixing and momentum
transfer to the coolant is expected to be less intense. This permits
a higher trajectory of the still-attached jet. A significant decrease
of the heat transfer at midspan as found for the high density ratio

—=— prosentstudy, o=30° P=1.8,8=1.75
A Beli ot al, (2000), a=38°, P=1.6, 8=1.75
=} Scn ot al. (1996), o=35 Pal.5, b8=1,6

T

cannot be observed. Farther downstream stagnation regions are .o_zo’ et LT
present at midspan even for low blowing rates, starting at around 1
x/D=15.

At M=0.85 (| =0.6) the vortex traces have merged in the cen- Fig. 10 Spatially averaged net heat flux reduction

terline, transforming into a turbulent wake region similar to large

pitch ejection. The vortex traces endxadD =13 framed by mid-

span stagnation regions, indicating the beginning of jet lift-ofy the other authors. For lower momentum ratio, where density
Overall heat transfer is still lower than for the high density ratigatio effects are weak, an excellent match of all data is evident. At
because of the higher coolant jet trajectory caused by the higliégher momentum ratios, the trends are still consistent, while
ejection momentum. A separated turbulent wake region can ®kght deviations of the absolute values occur. These deviations are
seen atM =1.2, as the jets penetrate into the hot gas flow. Thidue to different experimental boundary conditions as different
occurs at considerably lower blowing rate than for the high dedensity ratios for the determination bfandh; values, as well as
sity ratio and suggests a momentum ratiol ef1.2 for jet pen- slightly different ways of spatial averaging.

etration with this typical configuration. The situation is stable up For such typical configurations, an attached coolant jet with
to high blowing rates with rising overall heat transfer. The heanly minor heat transfer augmentation can be expected up to a
transfer is now significantly higher than for the high density ratignomentum ratio of =0.5. Complete jet lift-off and penetration

as expected from an intensified turbulent mixing at the high codhto the hot gas flow, producing severe heat transfer augmentation,
ant velocity of these blowing rates with respect to the high densily present beyontl=1.2. At momentum ratios between these lim-

ratio case. its, a transition pattern with both vortex traces and turbulent wake
components can be found, causing a moderate heat transfer aug-
Discussion mentation. Important variations from the patterns for typical con-

. . . o ditions displayed in Fig. 6 could be observed for specific combi-
In contrast to adiabatic effectiveness distributiph3], charac- nations of the ejection parameters.

teristic heat transfer surface patterns precisely denote characterlgNith an ascending ejection angle and successively diminishing
tic flow structures. Changes in these flow structures, displayeddgwnstream momentum of the ejected coolant, the vortex struc-
Fig. 6 for typical application-relevant configurations, clearly, .oq on the surface become shorter. The development of the vor-
specify transition from the attached to the penetrating coolant jgl ¢ stems and subsequent coolant mixing processes have to take
flow. They also display the mechanisms of jet in crossflow mixing|,ce within this shorter downstream length. At the extreme of a
and adjacent jet interaction. The described patterns are confirmggd o) ejection, all heat transfer enhancing flow effects are con-
by observations of several authors in the near-hole rei@n o to within 2@ downstream of the ejection location. Then,
mada et al[23], Goldstein and Taylof24], Cho and Goldstein ., seq by the zero downstream momentum of the coolant, large
[2.5]' Gritsch et aI.[29]_) who provide surface heat transfer dat elocity gradients in the flowfield are present and the flow situa-
with high local resolution. Typical downstream heat transfer dl%-On then is governed by the violent turbulent jet into hot gas
tributions for shallow angle ejection, especially at low densityiing “From the heat transfer patterns it can be derived that the
ratios, are provided by Ammari et 426], Ekkad et al[27], and e\ e10pment of compact streamwise vortices that could lift from
Goldstein et al[28]. The patterns of their surface heat transfef,q g rface is spoiled at moderate and prevented at high blowing
results coincide in shape and local heat transfer augmentation V\flélges’ while the settling of the flow is enhanced.

the present results. Their data also exhibit the double vortex traceSpa downstream heat transfer patterns indicate that the hole

close to the centerline at lower blowing rates and a single tWrbljiep, s scaling the streamwise vortex structures of the jet flow
lent wake region in the centerline at higher blowing rates. At hi

blowi h id displ d A Aarther downstream of the ejection location. The surface patterns
owing rates, the midspan displacement and stagnation regiQRSymga| pitch ejection document a domination of the flow situa-

compare well tion by intense interaction of the adjacent coolant jets, even at low

To obtain a quantitative validation of the heat transfer results wing rates. The development of the single jet in crossflow mix-
high density ratios, spatially averaged magnitudes of the net Ngai o yhe ejection location appears impeded. At moderate blowing
flux reduction are compared to those of other authors. The pres s surface structures from the jet in crossflow mixing are miss-
effectiveness datéfrom [13]) and heat transfer coefficient datajy-"thys, the single jet vortices may not contact the surface.
were averaged over the _downstream region fodi =3 to 15. Downstream, the heat transfer patterns indicate the formation of a
They were processed using a constant valu@-efl.75 and the  yonge and stable layer of small-scaled, high-vorticity streamwise

equation of Sen et al8] given by swirls. At large pitch ejection, adjacent jet interaction seems to be
h; merely present. Flow perturbations causing heat transfer augmen-
NHFR=1- h—(l— 70) (12) tation are restricted to a relatively small band in the centerline.
0

According to their surface effects, the unaffected single jets very
Displayed in Fig. 10 are the results for cylindrical hole ejectionsmoothly lift off the surface as the single jet in hot gas crossflow
with a hole spacing o6/D=3 of Sen et al[8] and Bell et al. mixing is freely developing. Penetration of the jet into the hot gas
[10], compared to the results of the present study as displayedfliow occurs somewhat earlier. This was expected from the weak
Fig. 5. The data are plotted with respect to the momentum ratadjacent jet interaction reducing the hot gas crossflow impact on
The present data are situated well in between the data points gitka coolant jets. Lower density ratios evoke moderate velocity
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ratios at lower blowing rates, causing less intense jet in crossflgresent results confirm previous models and observations for typi-
mixing close to the ejection. Surface structures similar to the largal applications. From the systematic study of these heat transfer
pitch ejection suggest that the development of the vortices is tgdatterns for a wide range of parameters and based on the known
ing place farther from the surface. Downstream, the effect of thpgimary flow structures, the underlying flow behavior of specific
interaction of the adjacent high-momentum jets is more praonfigurations could be traced. The presented data document sig-
nounced throughout all blowing rates of the low-density-ratiaificant and systematic changes in the flow behavior with the
case. At high blowing rates the larger normal momentum of ttehange from a shallow ejection angle to normal ejection as well as
coolant jet seems not to be transposed into a higher jet trajectat.low pitch ejection. Deviations from the typical behavior en-
The high velocity ratio enhances the adjacent jet vortex interacauntered in film cooling effectiveness examinations at these con-
tion and vortex motion. Subsequently, the rising crossflow impaditions could be explained.
keeps the jets near to the surface while the surface heat transfer i§he observed heat transfer patterns coincide with those of other
enhanced by the intensified vorticity. authors (e.g., Ammari et al.[26], Ekkad et al.[27], Goldstein

In general, the observations indicate a major dependence of #ieal. [28]). Further quantitative analysis of the data is to be un-
single row ejection surface patterns on the two governing factadertaken to enable the prediction of the heat transfer effect of
that are mixing of the coolant jet in the hot gas crossflow amdiscrete hole ejection on the base of laterally averaged data for
adjacent jet interaction. The jet in crossflow mixing governs thgesign purposes. The high-resolution local heat transfer data are
flow situation at lower blowing rates and near the ejection locauited to be compared with computational results of heat flux and
tion. The adjacent jet interaction is dominant farther downstreaheat transfer coefficients in the presence of film cooling. They can
and grows more important upstream at high blowing rates and ldtws be used for the validation of CFD codes for the prediction of
pitch. The transition patterns as displayed in Fig. 6 are onthe heat transfer to film-cooled gas turbine components, as well as
present at typical shallow angle ejections. They occur as the ddr the development of refined turbulence and wall models.
jacent jet interaction effects near the ejection grow to the same
order as the mixing effects without one of the mechanisms getting
dominant. Since this situation is present for typical applicationgcknowledgments

the interplay of both effects has to be considered for the predlctlon.l.his study was partly funded by the Ministry of Research and
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elevated turbulence levels should affect certain configurations. Hat transfer

situations where the flow is dominated by adjacent jet interaction
effects, as in the case of small pitch ejection, no significant turbu-
lence dependence is expected. This applies also for very inte
mixing situations creating excessive turbulence themselves, i.ﬁ&menc'ature
normal ejection. Increased turbulence is believed to have an ad-D = ejection hole diameter, m
verse effect on the formation of compact vortex structures and to h = heat transfer coefficient, WAK
promote spreading and settling of the coolant flow, especially at | = momentum ratio, Eq(8)
low blowing rates. These assumptions are supported by a study ofL = ejection hole length, m
the turbulence effects on the flowfield by Burd et[a]. With M = blowing rate, defined in Eq6)
respect to the unblown high-turbulence case, less significant heatq = heat flux, W/nt
transfer augmentations are expected. R = coolant to hot gas density ratio, E)
Re = Reynolds number
Conclusions S i ejection hole spacing, m
T = temperature, K
The local heat transfer coefficients downstream of a row of Tu = turbulence intensity
cylindrical holes were investigated, emphasizing application- y = velocity, m/s
typical high-density ratio conditions. A high-resolution thermog- x = streamwise coordinate, m
raphy system provided detailed two-dimensional surface tempera-y = wall normal coordinate, m
ture data for the processing of local heat flux by a Finite Element z = |ateral coordinate, m
analysis. Correction of radiation effects ensured accurate surfacex = blowing angle
heat transfer coefficient data. The superposition approach was aps; = displacement thickness of the boundary layer, m
plied to sets of measurements with identical flow parameters, i.e., ¢ = radiative emissivity
identical coolant to hot gas density ratio. They were used to ex- 5 = film cooling effectiveness, Ed1)
trapolate the wall temperature independent local heat transfer co-¢ = dimensionless temperature ratio, F4)
efficientsh; of the high density ratio flow, accounting for all ef-  p = density, kg/rﬁ
fects of variable properties within the cooling film. o = Stefan—Boltzmann constaab.67x 10~ 8 W/m2K*4
The local heat transfer coefficients were far from the situatio .
without coolant ejection and highly dependent on the specifitUPSCriPts
blowing situation. Especially at elevated blowing rates in typicalAW = adiabatic wall
configurations, a pronounced increase of the heat transfer coeffi-C = coolant
cients up to 120 percent of the unblown reference over largenv = convective transferred
downstream distances was found. This is confirmed by results ofD = hole diameter based
other previous studies. Specific ejection parameter combinations f = cooling film
of application relevant configurations produced an increase of G = hot gas
more than 150 percent within 20 hole diameters from the ejectiomax = maximum
Besides general effects of heat transfer augmentation, charatad = radiative transferred
teristic patterns of the heat transfer coefficient distribution could s = starting length
be identified. Excellent observations of the jet lift-off effects and a = ambient
mixing phenomena on the heat transfer coefficient from the W = wall
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High-Resolution Measurements
of Local Effectiveness From
Discrete Hole Film Cooling

S. Baldauf

A. Schulz Local adiabatic film cooling effectiveness on a flat plate surface downstream a row of

cylindrical holes was investigated. Geometric parameters such as blowing angle and hole

S. Wittig pitch, as well as the flow parameters blowing rate and density ratio, were varied in a wide

range emphasizing engine relevant conditions. IR thermography was used to perform

Lehrstuhl und Institut fiir Thermische local measurements of the surface temperature field. A spatial resolution of up to seven
Strémungsmaschinen, data points per hole diameter extending to 80 hole diameters downstream of the ejection

Universitat Karlsruhe (TH), location was achieved. Since all technical wall materials have a finite thermoconductivity,

76128 Karlsruhe, Germany a procedure for correcting the measured surface temperature data based on a Finite
Element analysis was developed. Heat loss over the back and remnant heat flux within the

test plate in lateral and streamwise directions were taken into account. The local effec-
tiveness patterns obtained are systematically analyzed to quantify the influence of the

various parameters. As a result, a detailed description of the characteristics of local

adiabatic film cooling effectiveness is given. Furthermore, the locally resolved experimen-

tal results can serve as a data base for the validation of CFD codes predicting discrete

hole film cooling. [DOI: 10.1115/1.1371778
Introduction panion paper focuses on the local heat transfer coefficients caused

&y the film cooling situation consider¢d0]. Most of the research

losses to the gas turbine process. To improve the thermal eHfork on film cooling from d_iscrete holes concentrates on_overall
ciency of modern gas turbines, it is necessary to reduce tHe'aterally averaged effectiveness. However, to get an in-depth
amount of cooling air used while aiming at higher turbine inlg¢nderstanding of the physical phenomena of film cooling from
temperatures. The idea of film cooling is to establish a closed filffiScrete holes, precise local data from the ejection down to the
of cooling air on a surface to prevent it from direct hot gas expéﬂm region are required. Measurements of local 'surface values are
sure. Because of restrictions arising from structural integrity aitfovided, for example, by Sen et dll1], Schmidt et al.[12],
manufacturing economy of turbine blades, film cooling is usuallizkkad et al[13], Goldstein et al[14], Lutum and Johnsofl5],
realized by ejecting the cooling air from discrete holes. The flolrost and Bics [16], and Bell et al[17]. Effectiveness data of
patterns induced by the turbulent mixing process of the cooling &ufficiently high resolution to retrieve the measured and calculated
jets in the hot gas crossflow are very complex. Highly resolveemperature field effects on the surface, e.g., Gritsch ¢1.8&).in
flowfield measurements for typical cases of inclined jets in crostie near vicinity of a single ejection hole, are rare. Usually only a
flow were performed by Lee et dlL], illustrating the jet and main few flow cases are examined, and the majority of the published
flow interaction. Detailed flowfield measurements and additionalvestigations concentrate on the ejection angles of 30-35 deg.
data on turbulence development of the jet ejection are provided Pte computation of film cooling configurations still suffers from
Pietrzyk et al[2,3], Burd et al[4], and Thole et al.5] for similar  problems of inadequate turbulence modeling and limited compu-
ejection situations. Highly resolved experimental data on the tefational resources. Local experimental data are needed for the de-
perature fields of this type of flows are given by Ryndhghand  velopment and validation of improved models. Furthermore, reli-
Kohli and Bogard 7]. A computational study of Sgarzi and Leb-apje information is needed for flow cases not considered typical.
oeuf(8], using a highly refined grid, provides important informaggpecially the process of jet liftoff under turbine-like high density
tion on the small-scale vortex structures of a normal ejection basgsins evoked by a continuous increase of the coolant mass flow
line case. Other authors, e.g., Walters and Ley®k show the )t e ynderstood for the film cooling design. Also data on
transformation of such structures and the resulting flowfield lonoptimal configurations, such as steep ejection angles and large

fects with computations of inclined jet ejection cases. From thegeo ¢4 cings, are required, since blade geometry and manufactur-
and other authors’ investigations, the basic large and small-sc 8 constrainté can necessi,tate their use

flowfield phenomena of inclined jets in crossflow, like jet liftoff The film cooling of a flat plate is investigated using a row of

and entrainment of hot gas under the coolant jet and their mecrﬁ%'les Special attention is given to correct representation of the
nisms, are known. - 9P g p

In the present paper, the local surface temperature effect of fil tkf)erature p:h(ingmena CIOS? to the eJe;:tlotn h?les._ Thefmat;anal
cooling is discussed. It is quantified by the adiabatic effectivenes 1€ Present study represents an important extension ot surtace

Film cooling of thermally highly loaded components represen

effectiveness results already in the literat(eqy.,[13,19,14,20)
T Taw because(i) new spatially recorded data are given with high local
= To—Tc (1) resolution as blowing rate, density ratio, blowing angle, hole spac-

) ) . ) _ing, and turbulence intensity are each varied independefitly,
Since cooling effectiveness represents only half of the informatiqRe gpatially resolved effectiveness data at all geometric condi-
necessary for fully describing film cooling heat transfer, & conjing are given for density ratios as high as 1.8, which corresponds
to values used in operating gas turbine engines, (andall data

Contributed by the International Gas Turbine Institute and presented at the 4#% IocaIIy corrected for conduction effects a|0ng and within the
International Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis lid ial . iall d d th di . | Fini
Indiana, June 7-10, 1999. Manuscript received by the International Gas Turbﬁg' material using a specially adapted three-dimensional Finite

Institute February 1999. Paper No. 99-GT-46. Review Chair: D. C. Wisler. Element method. These data are valuable in providing infor-
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mation on optimal flow conditions for best film cooling protec- o
tion, and as a data base for CFD code validation and developm sapphire window
of refined numerical models. thermocouples

Experimental Facilities ‘{

The experimental method used in this study is the application i Z
realistic temperature ratios to obtain engine relevant density rati
of cooling air and hot gas. This imposes the realistic heat flt
direction and temperature gradients from the hot gas toward t
surface. To guarantee maximum accuracy, steady-state exp
ments were executed in a scaled-up geometry, conceiving a sil
lar flowfield as in real applications. The use of foreign gas or ma
transfer analogy method21] were not considered to avoid ef-
fects on the flow properties spoiling the flow similarf82].

The experiments were conducted in an open circuit hot wir.u
tunnel of the Institute for Thermal Turbomachinery at the Univer-
sity of Karlsruhe. A schematic of the experimental plant is shown
in Fig. 1. Air is delivered by a radial compressor and split into
main and secondary flow, where the secondary flow rate ranges
from about 0.2 to 2.5 percent of the total flux. The mass flux of
both flows is controlled independently by valves and measured

TECAPEK

insulation

ejection module ‘/

camera cone

Fig. 2 Test section

ge of blowing rates and hot gas temperatures examined, the
orifices. The main flow passes a 270 kW electric heater, enabliigP!ant temperatures at the hole exits were found to vary less than
hot gas temperatures of 550 K at mass flow rates of 1.3 kg/s. ThaPercent of the coolant to hot gas temperature difference for

hot gas temperature is equalized in a static mixer and the hot éié erent holes._ . .

flow subsequently settled by a series of grids and a flow straight-1 € _measuring technique to acquire the surface temperature

{- . -
ener before entering the test section through a high contracti%%ld of the test plate is the infrared thermography. Thus, the top

ratio nozzle. Two different sets of grids and flow straightener pr(‘.{‘-""‘.II of Fhe test section is equipped with "?frafed transparent sap-
duce levels of the turbulence intensity in the entrance of the tdire windows. The arrangement of the windows and the IR cam-
section of 1.5 and 4 percent, respectively. The cooling air gra position allow the overlapping of the camera cones on the test

cooled down from compressor exit conditions to ambient tempergi/face to obtain thermo-optical access over its entire length. The
ture level in a cooler. The cooling air is delivered into a coolarf/€Cction module and test surface are coated with a constant emis-

plenum before it enters the test section through the ejection holg¥ity dye to assure a uniform radiation situation. The measured
The ejection hole diameter B=5 mm and the cross-sectional"adiation intensity is influenced by a number of uncertain bound-
area of the test sectiofFig. 2) is 21x44 hole diameters. The 7Y conditions as a reflection of the inner test section walls from
different ejection geometries are realized as modules that fit i rc])btserve(:].test .suollrfaceAas ;/veflllgsot;asnsmlstsk:on and erT'SS'O.?hOf
the coolant plenum duct. Since the main interest of this study wag Ot Sapphnireé window. A Set o -&> MM MErMocouples wi

the influence of the hole spacing and blowing angle, hole |en§rying lateral position of 31 to 10.6 from the channel cen-

was kept constant. The hole entrance is perpendicular to the higine is mounted flush with the test surface. Forimsitu cali-
axis for all blowing angles. The inlet edge is rounded with a radil ation[23], five to eight thermocouple measurements points were
of 1D to reduce effects of streamline curvature on secondaiged to fit the temperature processing parameters of the IR camera

flows within the hole, to keep the hole exiting flow independer}f"29€s. This calibration procedure accounts for all effects of re-
’ ection of the surrounding channel walls from the test surface as

from the inlet conditions. > o . .
emell as transmission and emission from the sapphire windows. An

The instrumental test plate is connected directly to the ejecti I -
module and extends 82downstream of the ejection location. Theaddltlonal set of thermocouples is installed on the back of the test

test plate and ejection module have a thickness Df #hd are plate to control temperature conditions and heat leakage. For ev-
made from the same semi-crystalline thermoplEECAPEK). €'Y test run operating point, IR images, and thermocouple tem-
The material was chosen because of its combination of a IRgratures were recorded S|mult§in_eously. The accuracy of the ther-
thermal conductivity of 0.3 W/mK and good machinability Withmocouple_measurement was withir.2 K; surf_ac_e temperatures
thermoresistance to temperatures up to 550 K. With the additigff € calibrated IR images were captured within 1 percent of the
of a further @ thick insulation on the back of the test plate, aactual coolan_t to hot gas temperature difference. .
good approximation of an adiabatic surface is attained. The copl-] "€ operating conditions and the range of parameters are given
ing air temperature was measured by a thermocouple in the pfe-aple 1. Hotgas velocity was held constantiat60 m/s for all
num. By probe measurements of the coolant temperature at fH8S; 'esulting in a constant boundary layer thickness at the ejec-

hole exit, T was correlated with the plenum temperature. For thiP" location. Velocity profiles showed a typical turbulent bound-
ary layer pattern and could be well described with a 1/6 power

law. Coolant temperature was aboig=300 K for all runs, so
that the density ratio was adjusted by the hot gas temperature. The

radial main flow flow cases of the present study are specified by the dimensionless
Compressor ) . honeycomb geometry and flow parameters. Special interest was given to the
electric static Y L .
heater mixer grids variation of the flow parameters blowing rate
valve I E—
and orifice 4: Y
:_ ::é i - exhaust duct _ (pU)c @
H g o ——— (U)o
2N,
cooling air . .
Aaad B ! and density ratio
1
cooler orifice and valve pe
p=—< ©)
Fig. 1 Hot wind tunnel scheme Pe
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Table 1 Operating parameters
IR-camera

temperatures

Geometry: a = 30, 60, 90 deg
s/iD=2,3,5
L'D=6
Hot gas flow: Re, = 6800-14000 -
6,/D=0.1 ! ="
correlations B [T ]

&q,., O 01 02 03 04 05 06 07 08

Tu = 1.5, 4 percent

Fig. 3 FE analysis of the heat flux, a=60 deg, s/D=3

Coolant flow: M=02-25 veloped, where the internal heat fluxes of the test plate computed
by an FE analysis are used to compensate the deviations from the
P=12.15.18 adiabatic state at the test surface.
= Lesy 1.5 L Figure 3 shows a typical computational model and result of the
heat flux analysis. It extends over a half pitch slice of the ejection
module and the test plate. The reduced half pitch data of the IR
image were applied as temperature boundary condition on the test
surface of the model. The streamwise interpolation of the thermo-
These parameters can be combined to form the momentum ratiouple measurement on the back of the test plate provided the
2 laterally constant bottom surface temperature of the model.
_ (pu”)c (4) Heat transfer coefficients from correlations for tube inlet flow
(pud)g and developing flow over a flat plai24] were used as boundary

Density ratio was varied from close to unity up to engine reponditions on the inner hole surface and on the plenum side walls

evant conditions to bridge the gap to the mass of film cooliﬁ the ejection module, respectively. The complex heat transfer

investigations conducted at low temperature levels. The turl roblem in the plenum and ejection hole was approximated by

lence in the test section was a background channel flow turbulerfi?yIng the averaged heat transfer coefficients based on the mean
with a typical large length scale. Most runs took place at o ow velocities as a constant on the regarded surfaces, with the

turbulence level. However, additional runs with elevated turb&_oolant temperature as qreference.AII other surfaces of the quel
lence conditions were made for particular configurations. were con5|dereq adlat_)atlc. _The result of the he_at_flux computation
was the three-dimensional internal heat flux within the plate and,
as an excerpt, the heat flux at the test surface. Figure 4 shows the
. local heat flux situation at the actual test surface. The temperature
Data Processing an adiabatic wall would attain is the temperature of the cooling

IR camera da’[a were acquired for a range Of several hd'gﬂ near the Wa” In the presence Of radiative and COndUCtiVe heat
pitches close to the middle of the test surface, dependent on fl, the surface will generally adopt a different temperature from
hole spacing. The IR camera signal was averaged over sevém flow above. At a given surface location the heat flux into the
seconds. A resolution of 1.45 pixels per millimeter, i.e., better tha#ell dw is balanced by convective and radiative heat flux at the
7 pixels per hole diameter, was achieved, resulting in a total ressirface
lution of 22 data points across a typical hole pitch of 3 diameters. Aw=Yeont Grad (5)

The full information of a periodically uniform row of holes is o )
contained in a stripe of 1/2 hole pitch, extending between Radiative heat transfer from the surrounding channel walls can

z-normal symmetry planes in the hole centerline and in the mi§€ approximated by a simple enclosed body approach
span. For an even number of complete half pitches in the IR Urag= oew(TA—TE) (6)
image, the temperatures from the surface points, with the same . . o
streamwise coordinate and identical distance from the according\_’v'th a given convective heat transfer coefficientthe local
centerline, were arithmetically averaged. In this way the IR infoRdiabatic wall temperature can be calculated as

mation over several hole pitches was condensed to one-half pitch

. > f ) Ow— Qrad

stripe, equalizing stochastic local perturbations. Taw=Tw+ Tm @
To obtain local values of the adiabatic surface effectiveness,

corrections to the locally measured surface temperatures are re- ambient

quired, which are described in the following. As indicated earlier,
the test plate material has a finite thermal conductivity. Despite
almost perfect insulation of the test plate, remnant heat fluxes in
the lateral and longitudinal directions within the test plate from
hot to cold regions of the surface are present. They cause a flat-
tening of the temperature patterns at the test surface with respect
to adiabatic conditions. Within the local regions of hot and cold
surface temperatures, these heat fluxes are transferred to and from test surface dw

the surface by radiation and convection, as indicated in Fig. 4. In

fact, no technical surface offers ideal adiabatic conditions in a real

temperature ratio experiment. Thus, a correction method was de- Fig. 4 Local heat flux balance at the test surface
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The actual local heat transfer coefficient is the heat transf \ e |

coefficienth; describing the convective heat flux in the presenc | 1 ¢ 98 M &b o8t il ne ot —
of film cooling %_‘1’{ - ,,n.s.sfﬁ
Geonv= i (Taw—Tw) ®) 8 ;] - o = :‘2:16-1
As long as precise locdl; data are not available, it was con- HIDSTE 0
sidered to be sufficient to use the heat transfer coefficient withcg ;] e T — LR
film cooling hy within Eq. (7), which can be correlated for flat "1 = i = X/D=63 1,042
plate conditiong25] with . ;1 (D - =i = = W=i.2
| — - 1=0.8
h0: (pUCP)O.O3Re—O.2Pr—O.67 (9) -1 - — x/D=6.171,=0.51
1 E— = = M=1.0
Note that the heat transfer coefficierits were used only to %_ﬂ O EEE——— s 2058
correct the almost adiabatic wall conditions of the experiment
yield a precise result of the local adiabatic effectiveness. The €g 51 D — :!;.Diﬁ
perimental setup was designed to minimize all heat flux effects + ™ — — HDAEN=08
the test surface. The actual locg| reference within Eq(6) was 8 ;1 O - W
correlated to the measured channel wall temperature. It was fou " - T—— - - %JD=3.01,=079
in experiments without blowing, where, was adjusted to result _ 1 — W=0.4
in the presumed zero effectiveness value after the correction pg.ﬂ CR—— x,,oﬂ.g'iﬁ
CEdure 0 5 10 15 20 25 a0 35 ,/b‘o

. o=30°, /D=3, P=1.8, Tu=1.5%
Deriving from the known error of the surface temperature data, 0

an error of the FE-computed local heat flux into the vegliof 1 Fig 5 | ocal adiabatic effectiveness distributions for typical
percent was achieved. The local ambient temperalyreas de- application conditions
termined with an error of 2 percent. Since effects of the coolant
ejection on the heat transfer coefficient were not taken into ac-
count, an error band of 10 percent fog was assumed, covering B )
the majority of the examined ejection cases. In unfavorable situ-After raising the blowing rate té1=1.0 (1=0.56 the overall
ations this 10 percent error &f, produces an error of up to 20 effectiveness reaches an optimum. While the intensely cooled re-
percent of the correction term in E(f). Deviations of the heat 9ion is still extending downstream, a significant decrease of the
transfer coefficienh; from h, even larger than 10 percent occuP€ak effectiveness can be observed. The intensely cooled region is
in situations of high blowing rates, when simultaneously the walfoving away from the ejection hole. Beginning separation of the
temperature gradients and resulting wall internal heat fluxes @eolant jet at the hole rim by the increased coolant surface normal
minish [10]. The correction term in E¢(7) then is very inexact, Momentum drives the coolant away from the wall. Merging of
but its absolute value becomes very small compared to the adigliacent jets shifts slightly downstream, and up t®46is nec-
batic wall temperature. Therefore, its contribution to the error &SSary to achieve invariant temperatures in the lateral direction.
the adiabatic wall temperature remains low. Even in cases of heatncreasing the blowing rate tM=0.2 (1=2.22), the intense
transfer coefficients up tio; = 1.6n, the resulting error of the local cooled area narrows to the centerline and is shortened. The effec-
adiabatic film cooling effectivenessstayed well below 5 percent tiveness peak decreases further. Merging of adjacent jets moves
for the examined combinations of the wall heat flux and the b8ownstream ta/D=20 and spanwise uniform temperatures are
|0nging temperature Correction_ not found Upstream Of/DZSO atM=1.7 (l = 161) OVera” ef-
fectiveness decreases, showing a minimunMat 1.7. Jet inter-
action seems to be intensified abo=1.7, causing earlier
Results merging and equalization afD = 35. At very high blowing rates
The results of the effectiveness measurements are displayedasincrease of the effectiveness far downstream is visible. The
surface contour plots of the corrected local adiabatic effectivenesffectiveness peak moves continuously downstream while the
For reasons of clarity, the actual results available for one hdifowing rates increase from very low to very high values.
pitch are mirrored at the hole centerline to result in a full pitch Coolant jet separation at the hole exit takes place earlier for
picture. Position and height of the effectiveness peak in the cesteep angle ejection than for shallow angle ejection, because the
terline are quoted and the peak is indicated as a triangle symbohigh surface normal momentum drives the coolant away from the
the plots. The results are presented with respect to the blowingll (Fig. 6(a)). The effectiveness peaks occur closer to the ejec-
rate as the important design parameter; values of the momenttiom location and are significantly lower, while overall effective-
ratio are stated additionally. ness is not decreased too much. Merging of adjacent jets and
Figure 5 shows a set of measurements for a shallow ejectiaterally uniform temperature profiles can be observed at some-
angle, a typical hole spacing, and high density ratio at low turbwhat lower downstream distances than at shallow angle ejection,
lence level. The joint of the ejection module and the test surfaceiiglicating a more intense spreading of coolant in the hot gas flow.
visible atx/D =2 by slight perturbations of the effectiveness conThe lateral temperature profiles are even withiD2®r low and
tours. At high blowing rates uncertain back and hole interndigh blowing rates and within 40 for moderate blowing rates,
boundary conditions on the ejection module cause slightly taespectively. Maximum overall effectiveness and downstream ex-
high values of the local effectiveness from the FE-heat transfiamsion of the intense cooling region, marking an optimum with

analysis. respect to the blowing rate or the momentum ratio, is found earlier
Typical variations of the effectiveness footprint with the blowthan for shallow angles a#=0.85 (I=0.41). At high blowing
ing rate are shown in Fig. 5. At low blowing rai® =0.4,1 rates ofM=1.7 (I=1.61) and above, the effectiveness far down-

=0.09 the jet is fully attached to the surface and a high peatream is higher than for the shallow ejection angle. Therefore, the
effectiveness within a rather short region of intense cooling @ptimum condition is less pronounced at steep angle ejection.
present near the ejection. Downstream a fast decay of the effecFor normal ejection, merging and establishment of laterally uni-
tiveness takes place. Increasing the blowing ré#=0.6, | form temperature profiles take place at considerably lower down-
=0.2) yields higher coolant mass flux and, therefore, thermal catream distances than for inclined angle injection because of very
pacity of the coolant jet. The intense cooled region extends dowintense interaction of coolant and hot gas floiirgy. 6(b)). Eg-
stream and the effectiveness decay is not that pronounced. Margble lateral temperatures are found downstreax/bf=24 for

ing of adjacent jets starts at abouD =5 for low blowing rates. all blowing rates. The effectiveness peak is located very close to
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Fig. 6 Effect of the blowing angle on the local adiabatic effec- 1 e—————— e
. .. . - x,/D=2.21,=0.
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b) 0=30°,s/D=5, P=1.8, Tu=1.5% x/D

L . . . Fig. 7 Effect of the hole spacing on the local adiabatic effec-
the ejection location except for high blowing rates. There, a pr@yeness distributions

nounced local peak of the single jet on the surface is missing. The
local effectiveness peaks are descending sooner with the increase
of the blowing rate than for inclined ejection. While near th%lo

L : - h . %Ning rate. From high to medium density ratio a significant
ejection location, the effectiveness dec_reases with an InCréaseyBlynstream drift and decrease of the local effectiveness peak can
coolant mass flux and momentum, it increases continuou

downstream of abouk/D=13. At high blowing rates, down- o observed, as the optimum situation is shifted from above to

. S - > ow the blowing rate o =0.85. Within the range of moderate
stream effectiveness is higher than for the inclined ejection. DB?owing rates fromM =0.6 toM = 1.2 overall and peak effective-
to this development of the local effectiveness with blowing ra . ;

. . . ess decrease significantly with a decrease of the density ratio,
and momentum ratio, no optimum of the overall effectiveness C&hce the liftoff effects are more pronounced as the momentum
be spotted.

. . ratio increases.
th Al I'f)wer b|OV\1InéJ rates(Md— Of.fG, S'SSJ =0.2, ?('41" thel S'Zf? Oft Elevated turbulence obviously enhances jet and hot gas interac-
€ Intense cooled area and elfecliveness peak are only aflec equM’ causing less streamwise extension of the surface contours

a varation gf tne h_?:‘ethspz;]\mlng:lg. 7 Peﬁ.'? etLrectlvelr:?ss ;.”' and, therefore, significantly earlier spanwise uniform temperatures
creases gradually wi € hole spacing, while the peak localion E]g. 9. The overall and peak effectiveness at conditions close to

slightly shifting downstream. Interaction of adjacent jets is mugl,q optimum(M =0.6, 0.85;1=0.24, 0.48 are merely affected.
more intense for small pitch ejection, causing early merging at the

ejection location(Fig. 7(a)). Lateral effectiveness variations are
leveled upstreamx/D =24. Likely to the normal ejection, down-
stream effectiveness increases continuously with the blowing r: ‘ o o ——

without exhibiting an optimum overall effectiveness on the whol _ 1 W=1.7
surface. No pronounced local peak of an attached jet can be fotgﬂ 2 — : uo:w!?ﬁ;;‘.lzs]
at high blowing rates, but the high overall effectiveness level « , Wisiz
1=0.4 shows that no typical liftoff situation is present. %_ﬁ -aC . : o

At large pitch ejection(Fig. 7(b)), merging of adjacent jets on T
the surface is completely suspended for low and high blowirg 3} D) ome——— e
rates; at moderate blowing rates it does not occur betdle . MR
=28. Establishment of laterally uniform temperature profile 3 He0s
needs up to 7 at high blowing rates. For the typical hole spac " - iz
ing, a pronounced overall effectiveness optimum with respect )
the blowing rate is present alD=5. The optimum is situated | e
aroundM =0.85 (I =0.41), that is at somewhat lower values thaif ¢ S ——— o e
for ssID=3. The effectiveness contours are also very similar 1

. . . 1 e M=1.2

those ofs/D=3 at high blowing rates, showing somewhat lowe§ & e -

1=0.96
X,/D=6.4 1,=0.47]

1O
3 D —— =
effectiveness peaks. At very high blowing rates no increase of t
downstream effectiveness, as found feiD=3, takes place %},3 '®
1 =

— =i M=0.85
L S N ————— 1048
within 40D downstream of the ejection. == . i)
Figure 8 displays the effect of low and medium density rati e — W=06

'
|
|
N
|

’ —
levels on the effectiveness patterns. Optimal surface effectiveni® 4] . ‘ e et
conditions shift to significantly lower blowing rates with decreas 0 s " b 6=30%, 4D PulS, Tt 5% -
ing density ratio, being situated aroult= 0.85 for medium den-

sity ratios and well belowM =0.85 for low density ratios. This is Fig. 8 Effect of the density ratio on the local adiabatic effec-

due to the increasing coolant velocity and momentum at constaimeness distributions
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0 . | have to be considered in their influence on jet liftoff. The charac-
M8 &8 Sl &k g2 te td te 0 teristic coolant to hot gas velocity ratio at optimum conditions is

1 M=1.7
Rs abiss] about 0.56.
o At larger blowing angles, the coolant is driven away from the
S 3} O  camr— Met2 wall because of higher surface normal momentum. Jet trajectory is
! xo=10=049  higher and coolant to hot gas interaction is intensified, both hav-
g ;} B — E:Oﬂ ing adverse influence on the effectiveness. At typical moderate
i woancoed  plowing rates a decrease of the ejection angle from normal to
1 W=036 steep angle ejection yields a significant increase of the effective-
8 o) CNES—— I=0.24 h hall le ejecti ly yiel |
a wosseatl  ness. The decrease to shallow angle ejection only yields a gradua

o s 1 L % % s % increase of the effectiveness. Elevated turbulence levels also tend
D=1, oo to reduce overall effectiveness by intensified coolant to hot gas
Fig. 9 Effect of augmented turbulence intensity on the local interaction, especially at moderate_ blowing rates. _Coupled to the
adiabatic effectiveness distributions coolant mass flux per surface unit, overall effectiveness is de-
creasing with increasing pitch. Compact and stable single jets are

established at a hole spacing sfD=5. The examination of

At higher blowing rates, the overall and peak effectiveness d@'9€" Pitches seems, therefore, not useful. .
crease with increased turbulence intensity. The peaks then ar Jespite significant differences in the resulting effectiveness, the
shifted upstream as the effectiveness deteriorates downstream el_mum flow parameters of the configurations are very close for

A investigated alterations of ejection angle, hole spacing, and
cause of the enhanced coolant mixing into the hot gas CrOSSﬂOtt\ﬁlfbulence. They are found at blowing rates arole0.85 to

M =1.0 and momentum ratios b= 0.4 to 0.5, respectively, indi-
cating flow conditions of efficient coolant use. However, there are
Generally, the surface effectiveness is far from an even distfinportant exceptions to these general findings. These exceptions
bution over the cooled surface. The effectiveness patterns @fere correlated to specific flow situations, where the intense tur-
dominated by a characteristic region of intense cooling in the haigilence coolant mixing of distinct configurations led to deviations
centerline, being restricted approximately to the width of the ejefrom the typical optimum of the overall effectiveness.
tion hole and showing a pronounced local effectiveness peak.Such a flow situation occurs at normal ejection, where the cool-
Maximum effectiveness is not situated at the ejection location, baiit tends to rise from the surface even at low blowing rates. By
at some distance downstream of the ejection. Authors such iasnediate spreading in the hot gas flow and, subsequently, merg-
Metzger and Fletchd26], Jabbari and Goldste[27], Kruse[28], ing of adjacent jets, early coolant jet interaction is initiated. This
and Forth and Jond29] suggested correlations for discrete holenechanism seems to prevent the formerly expected extreme loss
film cooling adiabatic effectiveness, featuring a maximum startingf effectiveness. At high blowing rates of 90 deg ejection, the
value at the ejection location followed by an exponential decagtense merging and mixing of the normal jets in the hot gas
downstream. Such models result in a significant overestimation @bssflow produce higher downstream effectiveness than the ejec-
the film cooling potential close to the ejection location, and mision at shallow angles, while different surface patterns without
leading predictions if used as boundary conditions in thermmcal effectiveness show up. Another specific flow situation of
analyses of cooled components. The surface patterns indicate {h@&énse coolant mixing is the ejection at low pitch. The intense
the typical situation is a zero effectiveness in the midspan betwei@feraction of the close coolant jets forces the constitution of a
the ejection holes. An effectiveness augmentation can be fougempact and stable film very close to the ejection. Here also sur-
directly at the hole rim where near jet vortex phenomena, i.dace patterns without local effectiveness peak occur at high blow-
horseshoe vortices, transport coolant from the heat shear lajgy rates.
onto the surface, as shown by Sgarzi and Lebd8lifand Lee The resulting cooling film development of both the very steep
et al. [30]. Film cooling effectiveness develops downstream bgingled and the low pitch ejection differs significantly from the
spreading and merging of the coolant jets. usual models and has to be taken into consideration for the pre-
For the typical shallow angle ejection as presented in Fig. 5, diction of the adiabatic effectiveness. Both situations obviously
optimum of the achieved surface effectiveness with respect to th&trict the amount of hot gas entrained into the cooling film near
blowing rate or the momentum ratio is obvious. For a very lowhe ejection and prevent an optimum of the overall effectiveness.
ejected coolant mass flux, the effectiveness diminishes very saanthese cases, high downstream effectiveness levels can be
with increasing downstream distance. At high momentum ratiogchieved by excessive coolant use.
only a faint temperature impact of the coolant is present on theQnly limited interpretation of the coolant mixing mechanisms
surface as soon as the coolant jets have lifted off. For the typieain be derived from the effectiveness distributions. The character
configuration shown in Fig. 5, favorable effects of higher coolarind effects of the jet in crossflow mixing and the adjacent jet
mass flux and adverse effects of coolant liftoff balance each othateraction become much clearer in the discussion of the local heat
around blowing rates oM =1.0 (1=0.56 to result in the opti- transfer coefficient patterns, presented in the companion paper of
mum overall effectiveness. The lowest surface effectiveness amldauf et al[10].
therefore, the most extensive coolant loss can be found around
M=1.7 (1=1.61 for this typical configuration. Here, the surface
foot prints display least intense jet merging, giving the greate .
potential for compact jets to lift off and rise high into the hot ga onclusions
cross flow. At very high blowing rates the intensified coolant The surface effects of the film cooling flow from a row of
spreading, shown by earlier merging of adjacent jets, impliescalindrical holes were investigated by means of the local adiabatic
more intense jet interaction, yielding an increase of the effectivBim cooling effectiveness emphasizing typical high density ratio
ness far downstream. conditions. The use of a high-resolution thermography system
As expected from a momentum or velocity ratio influence, therovided detailed two-dimensional surface temperature data.
optimum conditions shift to higher blowing rates with an increas€areful correction of the test plate conductivity and radiation by a
of the density ratio. The optimum momentum ratio indicating thEinite Element analysis ensure accurate adiabatic effectiveness
beginning liftoff of the jets is about=0.5 for typical applica- data, including the close vicinity of the ejection holes. The sys-
tions. The mixing mechanisms at the borders of the exiting codematic study of the effectiveness footprints based on the known
ant jet that are coupled to the velocity gradient driven shear alstementary flow structures revealed characteristic mixing

Discussion
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schemes. It enables better understanding and an approach to opthax = maximum

mized design of discrete hole film cooling configurations. p = peak
The present investigation indicates optimum flow conditions for rad = radiative transferred
efficient cooling for a substantial range of configurations. The W = wall

optimum conditions are confined to a small band of blowing rates
aroundM =0.85 to 1.0 and momentum ratios bf¥ 0.4 to 0.5,
respectively. They describe the specific situation of coolant ejec-
tion very close to the beginning of coolant jet liftoff. The pre-
sented data document that significant and systematic change&fferences
the mixing behavior can be observed with the change from d1] Lee, S. W, Lee, J. S., and Ro, S. T., 1994, “Experimental Study on the Flow
shallow ejection angle to normal ejection, as well as at low pitch ?h?;?g;i:izgﬁsltl)g&feag“;WilS&'“C'ined Jets in Crossflow on Flat Plate,” ASME
ejection. In these cases, intense jet interaction prevents EXCeSSIVE Lok 3. R, Bogp;’rd, D. G.. and Crawford, M. E., 1989, *Hydrodynamic
coolant loss into the hot gas flow. These observations are VerY " Measurements of Jet in Crossflow for Gas Turbine Film Cooling Applica-
useful for the interpretation of the dependence of the flow situa- tions,” ASME J. Turbomach.111, pp. 139-145.
tion on geometric parameters and will be necessary for the formuf3] Pietrzyk, J. R., Bogard, D. G., and Crawford, M. E., 1990, “Effect of Density
lation of refined correlations. Ratio on the Hydrodynamics of Film Cooling,” ASME J. Turbomadi2, pp.

: ; 437-443.

The surface eﬁecnvene.ss data, terther Wlth local heat tranSf%é Burd, S. W,, Kaszeta, R. W., and Simon, T. W., 1996, “Measurements in Film
data, are used to determine the temperature independent surfa Cooling Flows: HoleL/D and Turbulence Intensity Effects,” ASME Paper No.
heat transfer coefficients, presented in a companion paper. Both 96-wA/HT-7.
local effectiveness and heat transfer data will be used to derivés] Thole, K., Gritsch, M., Schulz, A., and Wittig, S., 1998, “Flow Field Measure-
local and quantitative net heat flux reduction data to identify op- ~ Mmens 1“2’5 ggmég;’o'ég% Holes With Expanded Exits,” ASME J. Turbo-
timum Overa” coollng Condltlons_' The hlgh'_reSO|Utlon surface [6] Ryndﬁblm, H..A., 1996, :‘An Experimental Investigation of the Velocity and
data are suited to be compared with computational results of adia-" temperature Fields of Cold Jets Injected Into a Hot Crossflow,” ASME J.
batic wall film cooling. They can be used for the validation of  Turbomach.120, pp. 320-326.

CFD codes for the prediction of film cooling effectiveness and for [7] Kohli, A., and Bogard, D. G., 1997, “Adiabatic Effectiveness, Thermal Fields,

the development of refined numerical and turbulence models.
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Nomenclature

= ejection hole diameter, m
heat transfer coefficient, W/
momentum ratio, Eq(4)
ejection hole length, m
= blowing rate, Eq(2)
= heat flux, W/n%
= coolant to hot gas density ratio, EQ)
Re = Reynolds number

s = ejection hole spacing, m

T = temperature, K
Tu = turbulence intensity

u = velocity, m/s

X = streamwise coordinate, m
y = wall normal coordinate, m
z
o

Taoa<r—-—=0
|

= lateral coordinate, m
= blowing angle
6, = displacement thickness of the boundary layer, m
e = radiatiave emissivity
n = film cooling effectiveness, Ed1)
p = density, kg/m
o = Stefan—Boltzmann constart5.67x 10 8 W/m?K*

Subscripts

0 = without ejection
AW = adiabatic wall
= ambient
= coolant
convective transferred
= hole diameter based
= cooling film
= hot gas
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An Experimental Study of
Impingement on Roughened
Airfoil Leading-Edge Walls With
Film Holes

Airfoil leading-edge surfaces in state-of-the-art gas turbines, being exposed to very high
gas temperatures, are often life-limiting locations and require complex cooling schemes
for robust designs. A combination of convection and film cooling is used in conventional
designs to maintain leading-edge metal temperatures at levels consistent with airfoil life
requirements. Compatible with the external contour of the airfoil at the leading edge, the

M. E. Taslim leading-edge cooling cavities often have complex cross-sectional shapes. Furthermore, to
enhance the heat transfer coefficient in these cavities, they are often roughened on three
Y. Pan walls with ribs of different geometries. The cooling flow for these geometries usually
enters the cavity from the airfoil root and flows radially to the airfoil tip or, in the more
Mechanical, Industrial, and Manufacturing advanced designs, enters the leading edge cavity from the adjacent cavity through a series
Engineering, of crossover holes in the wall separating the two cavities. In the latter case, the crossover
Northeastern University, jets impinge on a smooth leading-edge wall and exit through the showerhead film holes,
Boston, MA 02115 gill film holes on the pressure and suction sides, and, in some cases, form a crossflow in

the leading-edge cavity, which is ejected through the airfoil tip hole. The main objective of
this investigation was to study the effects that film holes on the target surface have on the

S.D. Spring impingement heat transfer coefficient. Available data in the open literature are mostly for
GE Aircraft Engines, impingement on a flat smooth surface with no representation of the film holes. This
Lynn, MA 02010 investigation involved two new features used in airfoil leading-edge cooling, those being

a curved and roughened target surface in conjunction with leading-edge row of film holes.
Results of the crossover jets impinging on these leading-edge surface geometries with no
film holes were reported by these authors previously. This paper reports experimental
results of crossover jets impinging on those same geometries in the presence of film holes.
The investigated surface geometries were smooth, roughened with large and small conical
bumps as well as tapered radial ribs. A range of flow arrangements and jet Reynolds
numbers were investigated, and the results were compared to those of the previous study
where no film holes were present. It was concluded that the presence of leading-edge film
holes along the leading edge enhances the internal impingement heat transfer coefficients
significantly. The smaller conical bump geometry in this investigation produced impinge-
ment heat transfer coefficients up to 35 percent higher than those of the smooth target
surface. When the contribution of the increased area in the overall heat transfer is taken
into consideration, this same geometry for all flow cases as well as jet impingement
distances(Z/d;¢;) provides an increase in the heat removal from the target surface by as
much as 95 percent when compared with the smooth target surface.

[DOI: 10.1115/1.1401035

Introduction rib angle of attacK«), the manner in which the ribs are positioned

Various methods have been developed over the years to kéglatlve to one anothefin-line, staggered, criss-cross, g{aib

the airfoil temperatures below critical levels. A main objective irj?lt[():h_to_he'ght ratio §/e) and rib shapéround versus sharp cor-

turbine blade cooling design is to achieve maximum heat transfer > fillets, rib aspect ratioAR,), and skewness toward the flow

coefficients while minimizing the coolant flow rate. One SuChlrectior) have pronounced effects on both local and overall heat
. 9 . ) ~transfer coefficients. The interested reader is referred to the work
method is to route coolant air through serpentine passages wit

the airfoil and convectively remove heat from the blade. The Coq_iflsn;;;tlge?tglrs[sﬁuc: azri]s[f]urag? ]ét(;l’l\a[réd_r% anMitgggf]’etE ;I
ant is then ejected either at the tip of the blade, through cooling L e Iy raa '
slots along the trailing edge or film holes on the airfoil surface.1%g 10, Taslim and Spring11-13, Taslim et al[14-1§, Webb

. t al.[17] and Zhang et al.18].
enhance the heat transfer further, the cavity walls are often roug This study, however, focuses on leading-edge jet impingement

ened with ribs. E_xtenswe research has been c_on_ducted On VargHy the effects that roughening of the leading-edge surface has on
aspects of the rib-roughened channels and it is concluded that jmpingement heat transfer coefficient. In this flow arrange-
geometric parameters such as passage aspect (@RD rib ot the coolant enters the leading edge cooling cavity as jets
height-to-passage hydraulic diameter or blockage raéi®f), from the adjacent cavity through a series of cross-over holes on
the partition wall between the two cavities. The cross-over jets

Contributed by the International Gas Turbine Institute and presented at the 4 i N ; ;
International Gas Turbine and Aeroengine Congress and Exhibition, New Orleaﬁ?pmge on the leadlng edge wall and exit throth the film holes

Louisiana, June 4—7, 2001. Manuscript received by the International Gas TurbB the airfoil I_eadlng edgéalso called showerhead f'lm ho)esr
institute February 2001. Paper No. 2001-GT-152. Review Chair: R. Natole. through the film holes on the pressure and suction sides of the
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airfoil, or form a crossflow in the leading-edge cavity and move | +=A 855 Back Plate _ End Cap
toward the airfoil tip. A survey of many existing gas turbine airfoil mzmmf_: >
. . . Channel - 3
geometries shows that, for analytical as well as experimental Yitvvyy _3 o det Plate
analyses, such cavities can be simplified by simulating the shape vy Y oncingEdge Channel
as a four-sided polygon with one curved side that simulates the
leading edge curvature, a rectangle with one curved(sitien the S
smaller sidg or a trapezoid, the smaller base of which is replaced Test Section
with a curved wall. The available data in open literature are \ Back Piate
mostly for the jet impingement on flat surfaces that are smooth or e Supply Channel| / /s;-
rib-roughened and a few cases of impingement on concave but Sid o Hojes o c"aooe/
smooth surfaces. These studies include the work of Chupp et al. oo 7 / . ¥
[19], Metzger et al[20], Kercher and Tabakoff21], Florschuetz B '
et al. [22—24], Bunker and Metzgef25], Metzger and Bunker B\
[26], Van Treuren et al.27], Chang et al[28], Huang et al[29], S
and Akella and Harj30]. However, as dictated by the external
shape of an airfoil leading edge, the test section in this investiga-
tion was a symmetric channel with a circular nose, two tapered
side walls, and a flat fourth wall on which the cross-over jets were
positioned. Experimental results for this setup without the
leading-edge film holes have already been reported by Taslim Al Dimensions in cm
et al.[16]. In this investigation, however, depending on the flow Notto scale \
arrangement, the impingement air was ejected entirely through a -
row of holes on the target surface along the leading edge simulat- 1
ing the airfoil showerhead film holes, or split through the show-
erhead holes and two rows of holes on the side walls representing
the pressure and suction side “gill” film holes, or partiallyO Showerhead Flow
percen} through the showerhead holes and the balaB€eper-
cen) through one end of the channel representing an airfoil tip. Fig. 1 Schematic of test apparatus
Data points were obtained for jet Reynolds numbers as high as
40,000, which is well beyond any existing impingement data for
gas turbine applications, and results were compared with thasesimulate gill holes on the suction and pressure sides of an
without the showerhead film holes. airfoil. These holes were staggered along the length of the test
section with respect to the crossover jet holes on the jet plate.
; Two removable 1.27 cm thick jet plates, used to produce im-
Test Sections pinging jets corresponding to two values Z);fdJet (5.2 and 6.2,
Figures 1 and 2 show schematically the layout, cross-sectiogre made of acryclic. On each jet plane, nine cylindrical holes
area, and the target surface geometries for the four test sectigig a diameter of 0.82 cm were drilled at a distance of 3.25 cm
investigated in this project. A conventional constant-heat-fltenter to centerfrom each other corresponding to a span-to-
technique of heated walls in conjunction with thermocouples wagameter of 3.96. For eachi/d, test, the corresponding jet plate
used to measure the heat transfer coefficient. The test wall, wh@/gs attached and sealed to the side channel walls to simulate the
all measurements were taken, consisted of three removable gastition wall between the leading-edge and its adjacent cavities.
brass pieces, which were heated by foil heaters attached on i cylindrical holes were centered along both the length and
back of the pieces. By proper adjustment of the ohmic power {gidth of the jet plate. When the jet plate was in its nominal posi-
the foil heater immediately underneath the brass piece, the degign, a jet impinged at the center of each brass piece. To move the
able surface temperature was obtained. All test sections were 8pabinging jets to an off-center position, two removable 0.82 cm
cm long. The circular wall simulating the leading-edge nose witihick pieces were attached to each end of the jet plates, allowing
an inner radius of 1.1 cm and an arc angle of 137 deg was ma#ieee different impingement locations. The removable brass
of fiberglass with a 9.9 cm long recess in the middle to house thgeces, installed in the fiberglass outer shell, provided inter-
three brass pieces. Eighteen 0.38-cm-diameter holes at a cerdgngeability of the impingement surface geometries in the test
to-center distance of 1.63 cm were drilled along the leading edgg. Four different geometries were manufactured and te($tiey

nose at a 30 deg angle with the channel longitudinal axis. Six 8f: (1) a smooth wall that served as a baseli(®, a roughened
these holes passed through the brass pieces while the rest were

drilled symmetrically on both sides of the brass pieces on the
fiberglass nose. This single row of holes, with properly scaled

" 3
-+ A Sowerhead Flow “Target Surface

I Piate

29
&
]

<
&

[ Geom. 1
Smooth

Teer Geom. 2
Bigger Cones

V-V uoljoas

flow area, simulated an airfoil showerhead hole design that is == BaAAAARL b

typically configured as two rows. This test rig, however, was lim- Inflow from One End

ited to one row of holes, because the brass pieces were covered N e
with etched-foil heaters through which could not be drilled. A = H{éﬂi#ﬁ -

flange on each side of the leading-edge piece facilitated the con-
nection of the side walls to this piece. A circular recess along the
inner radius with a depth of 3.2 mm and a length of 9.9 cm
allowed the brass pieces to be fitted into the fiberglass shell. The
two identical side channels with cross-sectional areas of 38.86
cn? (5.1cmx7.62cm) and the same length as the leading-edge d il il
piece were also made of fiberglass. The side channels’ main func- @ y UMMM e

Inflow from Both Ends
a) Inflow

NN

tion was to maintain the dump pressure to consequently control 70% Showehead Flow +
the amount of flow through the gill holes on the airfoil suction and  700% Showerhead  30% Crossflow Case 50% Showerhead +

. . . . . . Case 50% Gill Holes Cas
pressure sides. Eight angled cylindrical holes with a diameter of b) Outflow
4.88 mm and a center-to-center distance of 3.25 cm were drilled
on each side channel wall at an angle of 30 deg with the side wall Fig. 2 Inflow and outflow arrangements
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wall with seven conical bumps on each brass pi€8ea rough- nel, as shown in Fig. (@), where air either entered from one end
ened wall with fourteen smaller conical bumps on each braes both ends, were tested. Static pressure taps, installed in the
piece,(4) a roughened wall with tapered radial ribs. middle and at each end of the supply channel, measured no sig-
For each geometry, a Unigraphics® model was created anificant difference between locatiofebout 1 cm of water column
transmitted to the manufacturer electronically, and a LQM&mi-  for a supply pressure ranging from 110 to 172 kH#ree outflow
nated Object Mode¢lwas made. This LOM model was used toarrangements for the exiting cooling air, shown in Figh)2were
mold and eventually create a cast brass test piece for each of tbgted. The “100 percent showerhead flow” case was the case in
four geometries. Two 3 cm by 3.1 cm custom-made thin etchegkhich all cooling air, after impinging on the leading-edge wall,
foil heaters with a thickness of about 0.2 mm were glued arounehs ejected through a row of holes on the target surface. The “50
the outer surface of each brass piece to provide the necessary peatent showerhead flow” case was the case in which 50 percent
flux. For each geometry, three identical brass pieces, separatedbyhe cooling air, after impinging on the leading-edge wall, was
a 1 mm thick rubber insulator, were mounted next to each othejected through the leading-edge holes and the remaining 50 per-
Heat transfer coefficients were measured on the middle piecent through the side holes simulating the gill holes on the pres-
while the other two pieces acted as guard heaters to minimize th@e and suction sides of an airfoil. The “70 percent shower
heat losses to the adjacent walls. In addition, two custom-maderossflow” case was the case in which 70 percent of the cooling
thin etched-foil heaters were also mounted on the test section saie after impinging on the leading-edge wall, was ejected through
channel walls next to the middle brass piece free edges, agtie leading-edge holes while the remaining 30 percent was ejected
acting as guard heaters. The test section wall temperature Vfrasn one end of the leading-edge channel simulating the airfoil tip
adjusted to a desirable level by varying the ohmic power to theflew. In this flow arrangement, portion of the four jets upstream of
heaters. Six thermocouples embedded in the middle brass pidue middle jet that was not ejected through the leading-edge holes
and three thermocouples embedded in each guard brass pi@pent aif formed a crossflow that affected the impingement heat
measured the wall temperature. The average of the six therni@nsfer coefficient. Two jet plate positions corresponding/de
couple readings in the middle brass piece, which, if different, onlyalues of 5.2 and 6.2 were tested for all geometries. The 70 per-
differed by a fraction of a degree, was used as the surface tecent showetcrossflow case consistently produced higher heat
perature in the data reduction software for the average heat tramansfer coefficients compared to the other two outflow cases. The
fer coefficient. A nominal surface temperature of 45°C was séested target geometries, for most cases, remained insensitive to
lected so that with a jet temperature of about 20°C, a reasonableth Z/d, ratios and inflow conditiongone end or both ends
25°C temperature difference existed between the wall surface éhgecific characteristics of each geometry are discussed next. Ex-
air. Two thermocouples embedded in the wall behind the guapérimental uncertainty in heat transfer coefficient, following the
heaters were used to measure the wall temperature adjacent tonile¢hod of Kline and McClintock31] was determined to be 6
middle brass piece. By proper adjustment of the power to the sidercent.
heaters, the wall temperature under the side heaters was set to bg . .
around 45°C. AC power was supplied to individual heaters eometry 1. Impingement on a smooth leading-edge wall,
through an existing power panel with individual Variacs for each’oWn in Fig. 8a), was tested in this geometry which served as a
heater. Typical amperage and voltage levels for each heater va @&ellne geometry. Figure 4 shows the_varlatlon of Nusselt num-
from 0.23-0.4 Amps and 20—45 \olts, respectively. Air propertiég:er versus jet Reynolds number for this geometry. To show the
were evaluated at jet temperature. effects of showerhead film holes on the impingement heat transfer
The trapezoidal supply channel was formed by the exteriGP€fficient, the previously reported reslts] of the same geom-
walls of the side channels, the jet plate and a 1.27 cm thick al§y Without the presence of showerhead film holes for the two
minum back plate as shown in Fig. 1. The end caps were fix djet values are shown on the same figure. It is obser\{ed that the
such that it was possible to control the flow and pressure in eadl§"e Presence of the showerhead holes along the leading edge has
channel, thus simulating many variations that may occur in act reased the impingement heat transfer coefficient by as much as

airfoil environments. Static pressure taps and thermocouples4f Percent fc;r the etntit:e trrz]ange offthe jﬁ Re;t/noldts nu][nber. This
each channel measured the pressure and temperature at diffelPSREVIOr continues to be the case for all four target surface geom-
locations. The test sections were covered on all sides, by 5 GH€S: The increase in heat transfer coefficient is explained by the
thick glasswool sheets to minimize heat losses to the environmefjreased contact with the surface of the flow after impinging on

Radiational heat loss from the heated wall to the unheated walfd¢ Surface and then flowing out of showerhead holes immediately
heat losses from the brass piece in the entrance region of ﬁfgacent to the impingement surface. For the twelve flow arrange-

showerhead holes, and losses to ambient air were taken into con-
sideration when heat transfer coefficients were calculated. A con-
tact micromanometer with an accuracy of 0.025 mm of water

column as well as a series of oil and mercury manometers mea-
sured the pressures and pressure differences between the stati
pressure taps mounted on both sides of the roughened section fol
each geometry. For all cases, a critical venturimeter was used to
measure the total air mass flow rate entering the supply channel.

Results and Discussion
A total of 40 tests were run in this investigation. All tests had

¢) Geometry 3
Smaller Conical Bumps

issuing from the jet plate. The middle jétfth) always impinged

on the brass test piece in the middle of the test section and the
reported heat transfer results are always for that middle brass test
piece. The fourth and sixth jets impinged on the side brass pieces
that acted as guard heaters. The remaining six jets impinged on
the fiberglass leading-edge wall to simulate the flow field in a
typical leading-edge cavity. The jet Reynolds number is based on
the total measured mass flow rate and the total area of the nine
impingement holes. Two inflow arrangements to the supply chan- Fig. 3 Target surface geometries
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. | b _ ith Id ber f Fig. 5 Nusselt number variation with Reynolds number for ge-
Fig. 4 Nusselt number variation with Reynolds number for ge- ometry 2 (bigger cones ) and all flow arrangements

ometry 1 (smooth wall ) and all flow arrangements

showerhead flow by as much as 50 percent, depending on the flow

ments tested with this geometry, all impingement heat transf@mangement. The cases of 70 percent showerhead flow and 30
coefficients were of similar value. The case of combined showerercent crossflow produced the highest heat transfer coefficients
head and crossflow did produce a heat transfer coefficient that wesile the symmetric impingement cases of 100 percent shower-
about 9 percent higher than that of total showerhead flow. Ohead flow produced the lowest heat transfer coefficients. The 50
data point, corresponding to a jet Reynolds number of 10,0@@rcent showerhead and side hole flows fell in-between the other
from Akella and Har{30] is also shown in Fig. 4. Their investi- two outflow arrangements. Asymmetric impingemeon the
gation dealt with impingement on a smooth flat surface of a chacene$ produced heat transfer coefficients that were about 18 to 24
nel in stationary as well as orthogonally rotating modes. The valpercent(higher Re, and lower Rg, sides, respectivelyhigher
shown was the highest jet Reynolds tested in their study and tifian those of symmetric impingement. This rather large difference
no-showerhead data seem to extrapolate well to that data pointisAattributed to a better interaction between the impinging jet and
data point from Chupp et a[19], who measured impingementthe cones in the asymmetric case since the jet is forced to impinge
heat transfer on a smooth semicircular surfaee showerhead on the cone tip and travel down to exit from the showerhead holes
holes, again for their highest jet Reynolds number of 10,000, fallsbutting the cone base. Comparisons between the results of dif-
right on the data point of Akella and Han. ferent geometries are done in upcoming figures and discussion.

The lack of sensitivity of the heat transfer results to the change
of Z/dj; from 5.2 to 6.2 and to the inflow arrangemefuse end
or both ends of the supply chanpshows the dominant effect o
showerhead hole presence on the target surface. The earlier reﬁg
on the same geometries with no showerhead hidé$ showed :
considerable change in heat transfer results with variations
Zldje; and inflow arrangement.

Geometry 3. In an effort to create a more uniform roughness,
fthe target wall for this geometry was roughened with a larger
ppber of smaller conical bumps than was used for geometry 2
g. 3(c)). This configuration consisted of a total of fourteen
anical bumps made up in four staggered rows of four and three
cones each. Compared to the baseline geometry, the total heat
transfer area on the middle brass piece was again increased by
Geometry 2. The target wall for this geometry was rough-about 35 percent. A total of fourteen tests were run for this geom-
ened with the bigger conical bumfsig. 3(b)). This configuration etry, the results of which are shown in Figs. 6 and 7 along with the
consisted of a total of seven conical bumps arranged in two stagsults of the same geometry with no showerhead holes. The re-
gered rows of four and three cones each. Compared to the basedinks show that compared to geometry 2, this target surface geom-
geometry, the total heat transfer area on the middle brass piete/ produces higher impingement heat transfer coefficients. This
was increased by about 35 percent. Heat transfer results for tb@snmparison suggests that there may exist an optimum geometry
geometry are shown in Fig. 5 along with the results of the samath more conical bumps in number and smaller in size. In select-
geometry with no showerhead holes. Two additional tests for thisg the optimum geometry, the overall heat transfer area, another
geometry were run to investigate the symmetric and asymmetdominant parameter that will be discussed later has to be taken
impingement on the middle brass piece. In other tests, the midito consideration and because of this geometry 3 was chosen to
jet impinged at the geometric center of the middle brass piebave the same increased heat transfer area as that of geometry 2.
in-between the two rows of cones while the “Asymmetric” tests'his geometry showed much less sensitivity to the inflow arrange-
represent the impingement on the row of four cofféig. 2(b)). ment or jet distance to the target surface than the other tested
Testing of latter position was accomplished by offsetting the jefeometries. Again, the presence of showerhead holes significantly
plate to the right. The two asymmetric tests were run for flowmcreased the impingement heat transfer coefficient over the ge-
entering from one end of the supply channel and for boftth,, ometries without the showerhead holes by as much as 65 percent.
values(5.2 and 6.2 The outflow arrangement was 100 percent Figure 7 shows the results of a series of tests performed on
showerhead flow. Similar to the baseline geometry, the heat traggometry 3 for a range of showerhead flow to total flow ratios
fer results with showerhead flow are higher than those with fiom 50 to 100 percent with the balance of cooling air ejected
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Fig. 7 Nusselt number variation with the percentage of show-

erhead flow for geometry 3

nolds numbers

from the side(gill) holes in each case. For each jet Reynolds
number, two inflow conditions are used. As discussed earlier, the
inflow condition does not show any significant effect on the im-
pingement heat transfer for this geometry. Results also indicate
that, although the presence of showerhead film holes enhance the
impingement heat transfer coefficient, their share of cooling air
beyond 50 percent does not change the impingement heat transfel
coefficient significantly. Showerhead mass flow ratios below the
tested 50 percent required drilling of a new target surface, which

(smaller cones ) at different Rey-

was beyond the scope of this investigation.

Geometry 4. The target wall for this geometry was rough-
ened with longitudinal rib$Fig. 3(d)). There were three ribs along
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Fig. 8 Nusselt number variation with Reynolds number for ge-
ometry 4 (ribs) and all flow arrangements

that of the baseline geometry. A total of twelve tests were run for
this geometry covering the three outflow ca$®g8, 70, and 100
percent showerhead floyyswo Z/d;.; values(5.2 and 6.2 and

two inflow arrangements. Test results of geometry 4 are shown in
Fig. 8 along with the results of the same geometry with no show-
erhead flow. Although, consistent with the other three geometries,
the showerhead film holes enhanced the impingement heat trans-
fer coefficient, the overall performance of this geometry was in-
ferior to that of geometries 2 and 3. It appears that the coolant air
did not maintain contact with all available heat transfer areas
around the ribs particularly the outer most surfaces. Similar to
geometry 3, this geometry did not show much sensitivity to the
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each brass piece: one on the leading-edge nose and one on each
side, parallel to the middle one. The total heat transfer area on #1g. 9 Comparison between heat transfer results of all target
middle brass piece was measured to be 47.3 percent higher thatfiace geometries with 100 percent showerhead flow
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Fig. 10 Comparison between the area-augmented heat trans- Fig. 12 Comparison between the area-augmented heat trans-
fer results of all target surface geometries with 100 percent fer results of all target surface geometries with 50 percent
showerhead flow showerhead flow

manner in which the supply channel was fed. The la@gat,, (smooth wall and finally geometry 4ribs) with a considerable
(6.2) produced slightly higher heat transfer coefficients than trdifference(as much as 40 percenvetween the cone-roughened
smallerZ/di(5.2) for all cases. It appears that a jet issued fromtarget surface and the other two surfaces. Figure 10 includes the
longer distance from the target surface diffuses more before reacbntribution of the increased area in the overall heat transfer from
ing the target surface and, as a result, a portion of cooling jet wilie target surfacENue(Anr/Apas] in the data reported in Fig.
come in contact with the ribs outermost surfaces before being \When the area enhancement for geometries 2, 3, and 4 are
drawn into the showerhead holes. included in these comparisons and results are compared with the

Comparisons. Figures 9—14 compare the heat transfer resul@seline surface, the heat rate from geometries 2, 3, and 4 in-
of all four target geometries. The 100 percent showerhead fl&eases by as much as 80, 95, and 40 percent respectively. Figures
cases are shown in Fig. 9 along with the no-showerhead flo and 12 make the same comparisons for the case of 50 percent
cases for the baseline geometry. The highest heat transfer cogffiowerhead 50 percent gill flow. The general behavior of im-
cient is produced by the target geometrysdnaller cones fol- ~ Pingement heat transfer c_oefflment is the same as that of 100
lowed by geometry 2(bigger cones the baseline geometry percent showerhead flow, i.e., geometrysénaller conesis su-
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Fig. 13 Comparison between the heat transfer results of all
Fig. 11 Comparison between heat transfer results of all target target surface geometries with 70 percent showerhead and 30
surface geometries with 50 percent showerhead flow percent crossflow
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Fig. 14 Comparison between the area-augmented heat trans-
fer results of all target surface geometries with 70 percent Fig. 16 Pressure ratio across the jet plate versus Reynolds
showerhead and 30 percent crossflow number for all geometries and 100 percent showerhead flow

perior to other three geometries. Figures 13 and 14 make the sagfifes are compared in Fig. 16. The maximum difference between
comparisons for the case of 70 percent showerhead flow andtB@ pressure ratios of the four geometries was less than 0.5 percent
percent crossflow. Again, for this outflow arrangement, geometfyr all flow cases tested.
3 (smaller conesproduces the highest impingement heat transfer
coefficients. .

Static pressure ratios across the jet plate for the baseline geocﬁ?-ndus'on
etry 1 is shown in Fig. 15 for all twelve flow arrangements. The Major conclusions of this study are:
results show that at lower Reynolds number range, different flow1l The presence of showerhead film holes along the leading
arrangements have almost the same pressure ratio across thedge enhances the internal impingement heat transfer coefficients
plate. At higher Reynolds numbers, however, the case of 50 psignificantly. The enhancement for the tested target surface geom-
cent Showerhead flow produces the highest pressure ratio, fefries in this study was as much as 65 percent.
lowed by the 70 percent showerhe&a8D percent crossflow case 2 Without the inclusion of the heat transfer area increase, the
and the 100 percent showerhead flow case. Across the geometisesaller conical bumps produced impingement heat transfer coef-
the pressure ratio variation with the jet Reynolds number was vefigients up to 35 percent higher than those of smooth target sur-
similar. The 100 percent showerhead flow cases of the four geoface. When the contribution of the increased area in the overall
heat transfer is taken into consideration, geometry 3 for all inflow
and outflow cases as well as the tadd; values provides an
increase in the heat removal from the target surface by as much as

1.050 T ; , ; ; .
' 95 percent when compared with the smooth target surface.
1045 © E 3 Effects of showerhead holes on altering the impingement
g ”f flow field and the area enhancement due to roughening of the
1040 > 3 target surface are the two dominant parameters in leading edge
5 A cooling enhancement. Effects of inflow and outflow arrangements
1035 : - as well as the jet distance to the target surface, for the tested
s 4 range, were of secondary importance.
1030 -
Bt 3 § ?
B s b " % ) Nomenclature
% Apase = leading-edge base area for the smooth case
1.020 g O T aectalon Anole = total area of all nine cross-over holes
'y s L SoShowerhead .2 one end Ayt = total heat transfer area including the surface roughness
1015 ¢ g @ lo0Showerhead 5.2 both emds AR = cooling channel aspect ratio
W 50%Showerhead 5.2 both end: — 1
1.010 © A70%Sh::::rh::d 5.2ba:h::d; AR{ = rib aspeCt ratio
: < 100%Showerhead 6.2 one end d.. = Jet diamete=0.82 cm
A D> 50%Showerhead 6.2 one end Jet - L
roos b B <1 70%Showerhead 6.2 one end | Dy = cooling channel hydraulic diameter
M F & 100%Showerhead 6.2 both end: — i
E >5o%s;m:we:he:: ¢2ba:h::d: e = roughness helght . .
1.000 ‘ ‘ ‘ A, 70%Showprhead 6.2 both ends] h = average heat transfer coefficient on the leading-edge
10000 15000 20000 25000 30000 35000 40000 45000 . wall=[ (vi/AyT) — iosd _/(Ts* Tjet) .
Re,, i = current through the foil heater on the middle brass
piece
Fig. 15 Pressure ratio across the jet plate versus Reynolds k = air thermal conductivity ]
number for geometry 1  (smooth wall ) and all flow arrange- m = air total mass flow rate through all nine crossover
ments holes
772 | Vol. 123, OCTOBER 2001 Transactions of the ASME

Downloaded 01 Jun 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nujet = average Nusselt number based on the jet diameter [12] Taslim, M. E., and Spring, S. D., 1988, “Experimental Heat Transfer and
=hd: t/k Friction Factors in Turbulated Cooling Passages of Different Aspect Ratios,
e

Where Turbulators Are Staggered,” Paper No. AIAA-88-3014.

P = channel perimeter WlthQUt ribs . . {13] Taslim, M. E., and Spring, S. D., 1991, “An Experimental Investigation
Jioss = heat losses from the middle brass piece to the ambien Into the Effects Turbulator Profile and Spacing Have on Heat Transfer Coef-
by conduction and convection as well as the heat ficients and Friction Factors in Small Cooled Turbine Airfoils,” Paper No.
losses by radiation to the unheated walls (14 ?'Aﬁ-gl&fog& Bondi L A and Kercher. . M. 1691 “An Exberimental
Rnose = channel radius at the leading edgk1 cm In?/selsnt]i' ation of Iggaly Tr.an;fea:nin asrcOr(tar:’o onally Rotatin nchgzirelrlnlg&? h
Rqet = ReynOIdS number based on the Jet diameter ened 4?5 Deg Criss-Cross Ribs on Two Oppgsite V)\//alls,"AS?VIE J. Turbomagh.,
=pUjedje/ 1) 113 pp. 346-353.
S = rib pitch [15] Taslim, M. E., Rahman, A., and Spring, S. D., 1991, “An Experimental Evalu-
Tjet = air jet temperature ation of Heat Transfer Coefficients in a Spanwise Rotating Channel With Two

Opposite Rib-Roughened Walls,” ASME J. Turbomacti3 pp. 75-82.
[16] Taslim, M. E., Setayeshgar, L., and Spring, S. D., 2001, “An Experimental
Investigation of Advanced Leading Edge Impingement Cooling Concepts,”

T, = surface temperature
Ujer = jet mean velocity=m/pAyge

Z = distance from jet exit to the target surfadég. 1) ASME J. Turbomach.123 pp. 1-7.

a = rib angle of attack [17] Webb, R. L., Eckert, E. R. G., and Goldstein, R. J., 1971, “Heat Transfer and

B = leading-edge hole angle with channel a¢9 deg, Fig. chtionéngugle;s With Repeated-Rib-Roughness,” Int. J. Heat Mass Transf.,
» PP- =617,

2.(a)) . . . . [18] Zhang, Y. M., Gu, W. Z., and Han, J. C., 1994, “Heat Transfer and Friction in
po=ar dynamlc viscosity at Jet_ temperature . Rectangular Channels With Ribbed or Ribbed-Grooved Walls,” ASME J. Heat
v = voltage drop across the foil heater on the middle brass  Transfer,116 No. 1, pp. 58—65.

piece [19] Chupp, R. E., Helms, H. E., McFadden, P. W., and Brown, T. R., 1969,
p = air density at jet temperature and pressure “Evaluation of Internal Heat Transfer Coefficients for Impingement Cooled

Turbine Blades,” J. Aircraftg, No. 1, pp. 203—-208.
[20] Metzger, D. E., Yamashita, T., and Jenkins, C. W., 1969, “Impingement Cool-
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Film Cooling Discharge
Coefficient Measurements in a
Turbulated Passage With Internal
Crossflow

Ronald S. Bunker Gas turbine blades utilize internal geometry such as turbulator ribs for improved cooling.

. In some designs it may be desirable to benefit from the internal cooling enhancement of

Jeremy C. Bailey ribs as well as external film cooling. An experimental study has been performed to inves-
tigate the effect of turbulator rib placement on film hole discharge coefficient. In the study,

General Electric Company, a square passage having a hydraulic diameter of 1.27 cm is used to feed a single angled
Research & Development Center, film jet. The film hole angle to the surface is 30 deg and the hole length-to-diameter ratio
Niskayuna, NY 12309 is 4. Turbulators were placed in one of three positions: upstream of film hole inlet,

downstream of film hole inlet, and with the film hole inlet centered between turbulators.
For each case 90 deg turbulators with a passage blockage of 15 percent and a pitch to
height ratio of 10 were used. Tests were run varying film hole-to-crossflow orientation as
30, 90, and 180 deg, pressure ratio from 1.02 to 1.8, and channel crossflow velocity from
Mach 0 to 0.3. Film hole flow is captured in a static plenum with no external crossflow.
Experimental results of film discharge coefficients for the turbulated cases and for a
baseline smooth passage are presented. Alignment of the film hole entry with respect to
the turbulator is shown to have a substantial effect on the resulting discharge coefficients.
Depending on the relative alignment and flow direction discharge coefficients can be
increased or decreased—20 percent from the nonturbulated case, and in the worst
instance experience a decrease of as much as 50 per¢&®.I: 10.1115/1.1397307

Introduction daunting number of geometric and flow parameters, which in the

Film cooling has made its place as a fundamental and wide s-manufactured and as-operated form are each represented by a
9 P stribution about some nominal mean value.

used cooling technolo_gy f_or virtually all gas turbines. In the high- =iy, cooling performance for the design and operation of
est temperature applications, hot section components Now r¢yled components is generally characterized by three measures:
tinely utilize dozens of film hole rows comprising several hunte film hole discharge coefficient, the adiabatic film effectiveness
dreds of individual holes. Film holes can be located at nearly agyirve, and the local heat transfer coefficient enhancement. The
location on a cooled turbine component as long as manufacturilagter two measures dealing with the thermal boundary conditions
access to the internal cooling supply is reasonably convenient st in reality be complete surface distributions, but are usually
either casting or machining processesgy., electro-discharge or cast in terms of simpler relations for the purpose of preliminary
lase). Due to the many internal cooling methods used in today@esign and tra(_ie-off studies. The disc_harge coefficient is concep-
turbine components, film holes may originate from coolant supplyally & much simpler measure of the film hole performance, deal-
chambers, which use impingement jets, rib roughened surfacld only with the mass flow capability under the given internal
pin-fins, and various other arrangements with a wide variety FW’ external flow, and geometric conditions. The discharge co-

. . icient is a single-valued quantity for any given set of condi-
parameter space. Film holes are discharged at the hot flow p |0Hns, with no information concerning the distribution of mass

surface of the components with possible exit orientations, relati“ w at any location in the film hole. In this respect, the discharge

to the local surface normal direction, which span the full range @befficient is a necessary and convenient design variable, which
axial and radial angle combinations, including in some casgfows the designer to distribute and balance the cooling flow
negative axial angleg.e., injection against the mainstream flow needs within a component. The discharge coefficient has a deter-
The possible extent of external mainstream flow conditions iginistic effect on the thermal performance of the film hole, as
equally large, from stagnation conditions to supersonic flows, amell as the aerodynamic mixing losses of a component, and as
includes all of the boundary layer and freestream characteristissich is at the root of the design calculations for all film cooled
As recent research has also shown, the possible shapes of fiafits.

cooling holes is only limited by the imagination, though generally A significant experimental database exists concerning measured
only a few types are used in practice for reasons of manufacturir\ﬁn hole and orifice discharge coefficients with a wide variety of

and cost(e.g., round, diffusion shaped, or sipt©f course, the Parameters. Hay and Lampd provide a summary of the avail-

; - : ible data sources up to 1996. Focusing just on the most common
very manufacturing method affects the film hole internal geongirfoil film hole angle, that of approximately 30 to 35 deg from

etry, and so also affects the film hole flow. In actual applicatio .

th yr’1 th rforman ¢ film ling holes is det rm'rilpd b the surface tangent, several studies have been performed that de-
en, the performance ot Tiim cooling Noles IS determined by @; yarious factors affecting the discharge coefficients. The stud-

ies of Hay and Lamparf2] and Hay et al[3—6] have measured
Contributed by the International Gas Turbine Institute and presented at the 4@“%charge coefficients for Sharp-edged Iong holes including the

International Gas Turbine and Aeroengine Congress and Exhibition, New Orlean% f o . | | fl ! | lati

Louisiana, June 47, 2001. Manuscript received by the International Gas Turb@E€CtS Of radiusing, internal and external crossflow, angle relative

Institute February 2001. Paper No. 2001-GT-135. Review Chair: R. Natole. to the mainstream direction, and exit flare. Burd and Sifidn
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measured discharge coefficients with variations of hole length-to
diameter ratio, including effects of crossflow and internal fluid
supply direction. Thole et a[8] presented discharge coefficients
for a round hole with varied internal crossflow Mach number and
a single external Mach number. Gritsch et[&l] presented data
for round holes and two types of flared hole exits with variations
in both the external crossflow and internal channel Mach numbefég- 1 Schematic of idealized flows near transverse turbula-
Gritsch et al[10] continued this work by including the effect of ©°'S

orientation of the internal crossflow direction relative to the film

hole inlet. All of these research efforts have been concentrated on

film holes that emanate from plenums or smooth channels, ) hin a straight turbulated channel. The conclusions in the case

L ; of a turbulated channel remain the same. The simplistic view of
inject into quiescent space or a crossflow on a smooth surface,

R h into the effects of di te int L ch | feat the flow field is that shown in Fig. 1.
esearch Into the efiects of discrete internal channel 1eatures ORypie internal heat transfer coefficients and external film cool-

discharge coefficients, such as turbulators, has not been repofipdetrectiveness are required for design, so too are the variations
in the literature until now. Studies of Ekkad et pl1] and Shen i ischarge coefficients due to the presence of internal or external
et al.[12] have looked at the.eﬁect of film holes within a rlbbeclsurface features. In fact, the latter may greatly influence the
duct upon the subsequent internal surface heat transfer coeffimer. One of the most common internal features in cooled tur-
cients. These studies each placed the film holes midway betwegfie components is the turbulator or rib roughener element. Typi-
turbulators and showed enhanced heat transfer around the hgleinvestment casting tolerances, when combined with film hole
entry regions. While discharge coefficients were not measuredritachining accuracies, lead to the very real probability that film
these studies, no effect would be expected for film holes plachdle inlets may be located in close proximity to the turbulators. In
well away from the turbulators. Thurman and Poinsgit® also some cases, the film hole size and density may dictate a variety of
measured turbulated channel internal heat transfer coefficient diglative locations, e.g., turbulator pitch-to-height spacing of 8 with
tributions, but with film bleed holes located at either the midwag film hole pitch-to-diameter spacing of 2. The relative location
location between turbulators, or just downstream of each turbukan have a substantial effect on the local flow field that the film
tor. Their results showed a substantially increased surface hBgte entry experiences. The design of film cooled components
transfer in the latter case, indicating that the film hole bleed S;gpould be such that the relative locations either do not affect the
nificantly altered the local flow field by suctioning off the separ. discharge coefficients, or that the dlscharg_e coefficients are mea-
tion zone aft of each turbulator, or at least moving the reattacfid'ed 0 support a known or probable designed/manufactured ge-
ment location forward. Again, this study did not measure ho etry. The purpose of the present study is to measure film hole

discharge coefficients, but the implication is that these could eéz?r:gsgei%?‘sr]fgl(;-etrc])tiu?ts)uallaftlé)r;Ct:gge(?lfqgr?tleazrsvsesllu;es ;?:g)c{i(z)rnse?:c_i
greatly altered as well. Wilfert and Wolff14] investigated the P ’

effect of internal flow deflectors, or rounded turbulators, on thsetrength of internal channel Mach number.

resulting external film effectiveness. The focus of their study WE}:SXperimental Apparatus
on the preparation of flow prior to entering a film hole as a means

for improving the external thermal conditions. Here again, no dis- The test apparatus for the present study is a simple turbulated
charge coefficients were measured, though they would certaiffyannel containing a single film hole at the midway location as
be affected by such geometry alterations. In an early fundamer®8PWn in Fig. 2. Venturi flow metering stations are located up-
work, Sebarf15] studied the detailed flow and heat transfer in thétréam and downstream of the main flow channel, and also down-
separated region following a downward step in a channel ﬂo\ﬁ,ream of the film hole discharge. The film hole flow rate is mea-

and included the effect of either blowing or suction from a slot a'f‘,(ured by its dedicated venturi meter. The flow channel is square in

. - 0ss section with a hydraulic diameter of 1.27 cm. The channel
the base of the step. In the case of fairly strong suction from i Il containing the film hole is either smooth or turbulated; the

slot, i.e., f||r_n b_Iee(_j, there was a pronounced change to the _surf%\é er three walls of the channel remain smooth for all tests. The
pressures, indicating a movement of the reattachment location for-

ward. The heat transfer in this region was increased by as muc upstream and downstream channel inlet/exit are fed by tubes of

50 t Disch ficient ¢ d in th 8 cm ID. There is therefore a slight step at the entry to the
stud?/ercen - Discharge coeflicients were not measured In I?:'ﬁannel, which is about the same as a turbulator height. The ven-

o . . _turi stations are located at least 15 cm away from the transition to
The flow field in the region of a typical channel turbulator isne channel, and also away from the film hole discharge. The total

also of interest to the present research. Seban ¢1@). Seban channel length is 24.13 cm. The turbulators are of square cross

transfer characteristics for surfaces in the turbulent flow afterigrpulators are placed at a 90-deg angle to the main flow direction.

backward facing step. Luzhanskiy and Solntgg8] investigated There are a total of 10 turbulator strips machined with sharp edges

the flow and heat transfer in the turbulent separation zone ahegithin the channel wall. This test section has been fabricated such

of a forward facing step. Sebdi9] and Yamamoto et al.20] that the flow direction is reversible and the film hole test plate is

looked at the flow and heat transfer for shallow rectangular cavi-

ties(i.e., like the cavity defined between two consecutive turbula-

tors), the former at length-to-depth ratios up to 5, and the latter at Film Discharge

ratios up to 25. The well-known conclusions of such studies are

that the flow field depends greatly on the geometry and the

Turbulent channel flow
—_—

Ei

Primary recirculations

strength of the flow. The general characteristics noted by all re-

searchers include the primary separation zones at each step ant mow mlet ) Bypass Discharge
the reattached flow on the cavity floor surface. Yamamoto et al. @#_‘P)i e D — Z

[20] included flow visualization in their study, which clearly S A N

shows typl_cal recirculation patterns V\_/lthln such cavities. Wh!l_e Filmplatewith/ Ksmicm“m

these studies were all performed on isolated features or cavities single film hole tap locations

rather than on repeating turbulators, the recent research of Rau

et al.[21] has obtained detailed pressure and LDV measurements Fig. 2 Test section layout
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023 Ideal flow rate= AP3(Pg/Py) kDI

VIIIIIIMWI{IIIIZ/II‘)'IIII/)WI{IJII#II/A :Lj X \/ ( 2k /( k— 1) RT)* ((PT / PS)(kf 1)/k_ 1)_
l',27 : whereA is the physical hole throat area. As shown in Fig. 2, the

0.19 channel contained seven static pressure taps on the smooth oppo-
site wall from the turbulated wall. The channel total pressure was
calculated as the central static pressure opposite the film hole
location plus the dynamic head determined from the channel flow
Fig. 3 Turbulated channel geometry  (dimensions in centime- rate. The qlscharge static pressure was measurgd in the_ exit ple-
ters) num. The film hole pressure ratio reported here is the ratio of the
total channel pressure at the film hole to the discharge exit plenum
30l static pressure. To gain a clear picture of the relative flow rates
5 and strengths involved in these tests, the following summarizes
E O O = = J < { . the channel Reynolds numbers, film hole Reynolds numbers for
—_— %° the range of pressure ratios, and ratio of mass flow rates. The film

1.9

Fa —= 0 800 hole Reynolds numbers are representative of a large range of typi-
f v T a cal conditions found in land-based power turbines. The high chan-

— nel Reynolds numbers is a consequence of the high channel inter-

- - Z - 3 nal pressure of 5 atm rgquire(_j to maintain appropri_ate co_nditions
E — J of Mach number and single film hole pressure ratio, while also

allowing a measurable film hole flow rate. While such turbulated
channel Reynolds numbers are higher than the general literature
databaséup to 16), the extended effects upon the measured dis-
charge coefficients are not felt to be significant.

Fig. 4 Orientation and relative location of film hole to turbula-
tors (arrows indicate reversible flow direction )

Channel Mach Number ~0, 0.09, 0.17, 0.25

_ S . Channel Re 4x10°, 13x 104, 25x10% 37x10°
removable. In all cases then, the film hole location is after fiv ressure Ratio 10, 18

turbulator strips, which is sufficient to develop a basic periodifg‘~|m Hole Re
flow pattern prior to the film hole. The tests are all performed zﬁ: M éé&g‘ ' O%jx 10*
room temperature. The internal channel turbulence intensity level ¢ AR

was not measured.' L N . The experimental uncertainty for the discharge coefficient was
The film hole orientation is shown in Fig. 4, along with theyeermined by the methods of Kline and McClintd@2]. For the
variation in relative location to the turbulators. In all tests, the f'"?ange of conditions of tests reported in this study, the uncertainty
hole has a 30-deg angle relative to the wall tangent line at dig- jischarge coefficient varies from 4.5 to 8.75 percent, with the
charge. The film hole was formed in the stainless steel plate By her value corresponding to the very lowest magnitude condi-
electro-discharge machining. The interior surface of the film hoig,q of hole flow rate and pressure ratio. The dominant factors in
is typical of electro-discharge machining, with a roughness @fis yncertainty are the film hole diameter and the film hole flow
about 1um. Because the turbulators are attached after machinipga The film hole diameter was measured to withif.0254

of the film hole, the hole entry is precisely placed as shown in Figy 1, anq the calibrated flow venturi has an accuracy-@f per-
4. The nominal throat diameter of the parallel/counterflow filmgq;

hole was 1.143 mm, while that of the separately machined per-
pendicular hole was 1.227 mm. The film hole throat was actually
slightly elliptic in cross section for each case, with a minor diamResults and Discussion
eter 11 percent less than nominal and a major diameter 18 percent
greater than nominaL due to tool drift. The hdléD was then Smooth Channel Discharge Coefficients. The film hole dis-
about 4 and 3.75, respectively. The physical throat area used §h@rge coefficients reported in the literature to date have all been
determination of the discharge coefficient was 1.026 and 1.18% holes emanating from smooth plenums or channels. For a
mn?, respectively. The film hole discharges into a 2.54-cm-diafominally round film hole with a length-to-diameter ratio well
pipe section, which is large enough to act as a plenum. Thragove unity, where the film hole has no internal roughness or
cases of hole orientation relative to the flow direction are testddfockage features and there is no crossflow internal or external to
namely parallel flow30 deg, counterflow(180 deg, and perpen- the hole, the rule-of-thumb is a discharge coefficient of about 0.8.
dicular flow (90 deg. Three cases of hole location relative to thé-igure 5 shows the present results for each hole orientation case
turbulators are also tested for all orientations, these being ceniggted with the channel walls smooth. First, the two cases with
between two turbulators, just upstream of a turbulator, and ju&gro internal crossflow condition show discharge coefficients from
downstream of a turbulator. 0.78 to 0.8 over the entire range of pressure ratio, which agrees
In addition to the hole orientation and relative location, th&ell with expectation. With parallel flow of varying magnitude
main channel flow Mach number was also varied in these tesyglocity, the discharge coefficients rise to between 0.85 and 0.9.
The internal crossflow Mach number took on values of O, ooQ\IS recent CFD predictions for film hole flow and heat transfer
0.17, and 0.25 by appropriate adjustment of the regulating valv@ave pointed out, a parallel hole alignment tends to “scoop” out
and pressures. The Maeld case represents a plenum conditiorthe channel flow, effectively reducing the resistance to flow
but in reality has a very low Mach number flow of 0.003 or lesghrough the hole. In the opposite sense, counterflow alignment is
The discharge coefficient for these tests is calculated as seen to consistently reduce the discharge coefficients over the en-
tire range of pressure ratios as the internal flow velocity is in-
= ) creased. This has been seen in CFD predictions as the separation
Ideal film hole mass flow rate of the hole inlet flow from the sharp corner which the flow is
The actual mass flow rate of the film hole is measured and th#empting to navigate as it reverses direction into the hole. Ex-
ideal mass flow rate is based upon the isentropic expansion of #maples of such flow behavior predictions can be found in Lin and
flow from the channel total pressure to the discharge plenum stafihih[23] and also Kohli and Tholg24]. These effects can also be
pressure discerned in the resulting external surface flow field and thermal

Actual film hole mass flow rate

Cq
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Discharge Coefficient

Fig. 5 Nonturbulated

08+ "

o
»

o
-

—8— M=0, counter flow

—o— M=.09, counter flow
—A— M=.17, counter fow
—o— M=.25, counter fow
-+ - M=.09, parallei flow
- M=.17, parallel flow
- M=.25, parallel flow

—— M=0, counter flow

Discharge Coefficient

—o— M=.09, counter flow

-4~ M=.17, counter flow

0.2 —&  M=0, perpendicular flow
—e M=.09, perpendicular flow - M=.25, counter flow
—& M=.17, perpendicular flow - & -M=.15, counterflow, Hay et al.
0 —& M=.25, perpendicular flow - A -M=3, counterflow, Hay et a.
+ + ) F 0 ; , ; ) ’ T e
1 11 12 13 14 1.5 16 17 18 19 2 1 11 12 13 14 15 16 1.7 18 19 2

Pressure Ratio

coefficients

Discharge Coefficient

06 +

04+

02+

’ -—m-— M=0, counter flow

’ —e— M=.09, parallel flow il
4 —&—M=.17, parallel flow
—&—M=.25, parallel flow

— B -M=0, parallel flow, Gritsch et al. i

- o —M=.3, parallel flow, Gritsch et al.

- X - M=, parallel flow, Gritsch etal. |

. =S
1 11 12 13 14 1.5 16 17 1.8 18 2
Pressure Ratio

Fig. 6 Parallel flow (smooth ) discharge coefficient: compari-

son with Gritsch et al.

08

[10]

(smooth ) channel film hole discharge

Pressure Ratio

Fig. 8 Counterflow (smooth ) discharge coefficient: compari-
son with Hay et al. [5]

While the existing literature data concerning the effect of film
hole orientation to internal crossflow direction is limited, the
present data for both parallel and perpendicular cases can be com-
pared with that reported by Gritsch et &lLO] for round film
holes. Figure 6 shows the comparison for parallel flow with a
plenum external discharge condition. The data of Gritsch et al. are
for a holeL/D of 6. The supply channel geometry of Gritsch et al.
is of about the same relative width with respect to the film hole
diameter, but about half the relative height of the present channel.
For the condition of no internal flow velocity, the comparison is
quite good, with both results showing discharge coefficients of
0.75 to 0.8. The counterflow data of the present tests has been
used in the absence of parallel flow data, since all such cases give
the same result. In the current tests, an increase in the internal
flow velocity causes the discharge coefficient to rise above 0.8,
only declining again for the M 0.25 case as the pressure ratio
becomes very high. At M 0.3, the data of Gritsch et al. also rise
above 0.8, but only for pressure ratios greater than 1.2. This
downturn at low pressure ratio is observed in the present data, but
with far less magnitude. This difference is consistent with the
change in hold./D between the two sets of data.

Figure 7 shows the comparison of perpendicular film hole
alignment with the data of Gritsch et &l.0]. It is quite clear that
excellent agreement is achieved in both magnitudes and trends.
The present internal crossflow cases o&B125 fall short of the
M= 0.3 case of Gritsch et al., providing a nice filling of the com-

£ o5 plete discharge coefficient map. The smooth wall, parallel flow
§ test data is the only instance in the current study of discharge
- coefficients greater than 0.8. This may suggest some additional
g 047 sensitivities are involved in this geometry. No clear explanation
e s . 1 “ o WD, parpendicilar flow for the c_iecrease in discharge coefficient for M of 0.25 is apparent
x ‘ +Mf'09' perpendicular flow at th|s time.
02 % | Mo borpercioorfow Figure 8 shows the present counter flow film hole alignment
| -8 ~M=0, perpendicular flow, Gritsch et al results with the data of Hay et gl5]. Hay et al. used a test ar-
x bl virdlisdimpnbininioon t imilar to the present study, but with a hd@
I L’J” M=, perpendicular flow, Gritsch et al. | rangement very simi o] Y,

Fig. 7 Perpendicular flow
comparison with Gritsch et al.

conditions on flat plates, such as those of Burd and Sif2&h

1 1.1 12 13 14 15 16 17 18 19 2
Pressure Ratio

[10]

(smooth ) discharge coefficient:

ratio of 6. Again here, as with the comparison to Gritsch et al., the
agreement is very good, with the present discharge coefficients
slightly higher due to the smallér/D.

Turbulated Channel Discharge Coefficients. With the addi-
tion of turbulators on the film hole discharge wall, the flow field
supplying the region near a film hole entry can be drastically
altered. As depicted in Fig. 1, for turbulator spacings that lie in the
optimal performance range &/e between 6 and 10, it is desir-
able to locate the film hole entry midway between the turbulators.

The resulting discharge coefficients for the case of perpendiculliris optimal spacing depends of course on many factors, but for
hole alignment predictably fall between parallel and counterflothe present purposes it is the spacing that allows reattachment of
for the range of pressure ratios, but tending to behave mdte flow between turbulators, and provides good performance for

strongly like the counterflow condition. internal channel heat transfer coefficients. The current channel
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" @ M=0, counter flow, smooth wail |
—e— M=.09, counter flow, smooth wall
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Discharge Coefficient

=84 o
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~ A -M=.17, perpendicular flow, midway
9 -M=25, flow, midway
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Fig. 9 Effect of turbulated wall with film hole placed midway
between turbulators

pattern by suction of the flow. Such geometry and flow conditions
are representative of the conditions to be found in actual turbine
airfoil cooling passages.

Figure 10 shows the measured discharge coefficients for each
film hole orientation with the entry placed just aft of the turbula-
tor. The smooth wall discharge coefficients are plotted in each
case for direct comparison. As expected, the- M condition for
internal flow provides the same nearly constant discharge coeffi-
cient as the smooth wall. The most striking result obtained is that
of parallel flow in which the discharge coefficient is drastically
reduced at pressure ratios of less than 1.4. As shown in Rau et al.
[21] for a turbulated channel flow, the region just aft of a turbu-
lator contains the lowest static pressure near the wall due to the
high flow acceleration and also high total pressure loss coming off
the turbulator. For a similaP/e ratio and average channel Re
number, Rau et al. measured a pressure coeffi€grin this re-
gion of about—0.17. In parallel orientation then, the film hole
entry experiences a lower local pressure ratio than that measured
with smooth wall. Another feature of this flow field is that the hole
entry is within the reverse flow of the recirculation, and hence the
very local flow is more like counter flow.

The effect of placing the film hole entry just aft of the turbula-
tor has also brought the parallel flow results to be nearly the same
as those for counter flow in this same situation. The counterflow,
discharge coefficients are actually modestly improvgdo 20
percent from the smooth wall condition for all conditions of M
>0. The counterflow hole orientation must also experience the
lower local pressure ratio due to the turbulator, but this has been
compensated by the fact that the film hole entry within the recir-
culation region now sees the reverse flow, i.e., local parallel flow.
In the perpendicular orientation, there is again little difference to
the smooth wall results, only a small decrease at the hityher

utilizes a spacing op/e= 10. By allowing for reattachment nearconditions. This orientation is in the neutral position with respect

the film hole entry, the film hole is located outside the more highl

SQ the flow reversal behind the turbulator. Undoubtedly, the pres-

variable regions of separations near the turbulators, which thgRce of the film hole suction does alter the recirculation region
provides a more consistent and predictable film hole performan&hind the turbulator to some degree, just as S¢b&hdemon-
Figure 9 shows the present discharge coefficient data for all thiggated, but the combined effects of pressure field, location, and
cases of film hole orientation, comparing the smooth wall results

to those obtained with the film hole located midway between two

turbulators.

For parallel flow, there is a decrease in the discharge coefficient
to a constant value of 0.8 for all internal channel velocities, indi-
cating that the location in the reattachment region of flow has

leveled the performance as desired. For counter flow, only the  os{s’ /‘ . |~ M=05, paralel flow, smooth wall |
M=0 case is unchanged by the addition of turbulators. As the K | e 25, vt o et |
internal crossflow velocity increases in counterflow, the resulting ~ **] A/d/ | g -M=0, paralel flow, after |
discharge coefficient for the turbulated wall increases slightly but 02 _ oy | =@ ~M=.09, parallel flow, after ‘
istently above that for a smooth wall, from 5 to 20 percent ' T T A TNe T, parakel ow, afer
consistent y a Vv 1 p . E— | - @ -~M=.25, parallel flow, after ‘

0.8+

This indicates the more sensitive nature of the counterflow geom-
etry to changes in local flow behavior. One might speculate thatg
the local relative flow angle to the hole entry near reattachment is-ﬁ
less than that for the smooth wall, producing less separation o
flow at the hole inlet corner. Finally, perpendicular alignment re- &
sults in essentially no change in discharge coefficients for the g
turbulated wall compared to the smooth wall.

Effect of Film Hole Entry Just Aft of Turbulator. In the
case where a film hole is located just aft of a turbuldtmwn-
strean), the entry to the film hole finds itself in the separated
recirculation region behind a backward facing step. Flow strength,
geometry, and relative flow rate will all play a role in determining
the effect on the discharge coefficient. In the present test, the
turbulator height is about 1.5 times the film hole nominal diam-
eter. This means that for turbulent channel flow over the turbula-
tors, the separation region will more than cover the entire film
hole entry footprint for all orientations of the film hole. The film
hole entry will actually see the reverse flow of the recirculation
zone. Moreover, since the present tests achieve a maximum rela

0

1

!

p !
;L';""T" - 7’&??7% ‘

0.8
o 087 --#— M=0, counter flow, smooth wall
—a&— M=.09, counter flow, smooth wall
Q ---&— M=.17, counter flow, smooth walt
04 —e— M=.25, counter flow, smooth wall
2‘) £ a - M=0, counter flow, after
& 024 T T - & - M=.09, counter flow, after
ﬁ = H Y 3 J - & -M=.17, counter flow, after
@ 1 I U1 - e -M=25, counter flow, after
=]
0.8 . {3;%! >t Aj';
06 (S
S —e— M=.09, perpendicular flow, smooth wall
& ’ ’ -—&— M=.17, perpendicular flow, smooth wali
04+ S —e— M=.25, perpendicular flow, smooth wall
’ - 8 - M=0, perpendicular flow, after
02 — o - M=.09, perpendicular flow, after

- & -M=.17, perpendicular fiow, after

-~ © -M=25p flow, after

¥ ppfesrepnony

1.1

12

1.3

14 1.5 16 1.7 18 19

Pressure Ratio

tive film hole flow rate equal to 4 percent of the channel flow, it isig. 10 Discharge coefficients for film holes located just aft of
not expected that the film hole will divert the main channel flowurbulator
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orientation have resulted in all film holes having essentially th€éonclusions

same discharge coefficient behavior in this location. The present study has investigated the effect of film hole entry

Effect of Film Hole Entry Just Prior to Turbulator. ~ Afilm  placement near a channel turbulator on the resulting film hole
hole entry located just before a turbulator also experiences a @éscharge coefficient. This is the first such study to measure dis-
circulation region, but one of a different nature to the aft separgharge coefficients as influenced by turbulators. The turbulated
tion. The recirculation zone just before a turbulator is a region éhannel flow is representative of a typical turbine airfoil cooling
high pressure due to the impingement on, and blockage of th@ssage. Discharge coefficients have been presented as a function
turbulator. Again from the study of Rau et #21], the pressure of film hole pressure ratio with variation of the film hole orienta-
coefficient in this location was measured to be abe0t19. The tion, location, and internal channel flow Mach number. The major
velocity field measurements of the same study also show this g@nclusions from this study are:
gion to be of relatively small extent by comparison with the aft * Alignment of the film hole relative to the channel flow direc-
separation, covering about one turbulator height in front of tHion for the nonturbulated channel has a great effect on discharge
blockage. coefficients. The present results agree with previous studies, find-

Figure 11 shows the measured discharge coefficients for eag@ that discharge coefficients decrease as the film hole is rotated
film hole orientation with the entry placed just prior to the turbufrom parallel to perpendicular to cross flow orientation.
lator. In this case, because the recirculation region is small to* Alignment of the film hole entry with respect to the turbulator
begin with, the film hole entry footprint is likely to be just barelycan have an equally substantial effect on the resulting discharge
covered by this reverse flow area. Parallel orientation of the filgpefficients.
hole with the mainstream direction results in a constant but lowere Placement of the film hole midway between two turbulators
discharge coefficient than that of the smooth wall. The discharbas relatively small effect, showing some modest increase in the
coefficient is now reduced slightly to 0.8. The combined effects ¢bunterflow condition, and a small decrease in the parallel flow
blockage and reverse flow have made it more difficult for the flogondition. For typical “optimal” turbulatoiP/e geometries, this is
to enter the film hole in this orientation, despite the higher loc#ie preferred location of film holes within the channel to obtain
pressure. The discharge coefficient is however, remarkably cddw sensitivity relative to the smooth wall discharge coefficients
stant over the entire pressure ratio range, reflecting the unwaivéat form the bulk of the available design database.
ing nature of the small recirculation region here.  Placement of the film hole just aft of the turbulator results in

The counterflow discharge coefficients are greatly improveaisevere decrease in discharge coefficients for parallel flow orien-
over those of the smooth wall. The presence of the turbulat@tion compared to a smooth wall, and smaller changes for per-
blockage and the reverse flow has directed the flow into the filpendicular and counter flow orientations. All cases of orientation
hole entry. are essentially equalized in this location, showing very similar

There is still a substantial effect of internal mainstream velognagnitudes over all pressure ratios and channel Mach numbers.
ity. For the perpendicular film hole orientation, the discharge co- ¢ Placement of the film hole just prior to the turbulator results in
efficients are only slightly improved over the smooth wall resultémproved discharge coefficients for the counter flow orientation,
As with the smooth wall, the perpendicular orientation results lleut a small decrease for parallel flow, due to the blockage effect of
between those of the parallel and counter flow cases. the turbulator.

* In most cases the typical behavior of decreasing discharge
coefficients is the channel flow Mach number increases is ob-
served.

» The most robust film hole orientation is that of perpendicular
flow, which displays the least changes over the entire range of
locations relative to the turbulator, as well as between smooth and
turbulated walls.
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Effect of Crossflows on the
Discharge Coefficient of Film
wienzel Grisen | GOOling Holes With Varying
wwenecors 8 Angles of Inclination and
Achmed Schulz Orlentatlon

Sigmar Wittig Measurements of discharge coefficients for five configurations of cylindrical film cooling
hole geometries are presented. These comprise holes of varying angles of inclimation (
Institut fiir Thermische Stromungsmaschinen, =30, 45, and 90 deg) and orientatiory €0, 45, and 90 deg), which are tested over a
Universitat Karlsruhe (TH), wide range of engine-like conditions in terms of internal and external crossflow Mach
76128 Karlsruhe, Germany numbers (Mg=0...1.2, Ma=0...0.6) as well as pressure ratio$pi./pPm

=1...2.25. Results show that discharge coefficients do not depend solely on hole
geometry, but are also profoundly affected by the internal and external crossflow condi-
tions. The effect of increasing the orientation angle on the discharge behavior is very
similar to the effect of increasing the inclination angle. Both result in higher losses,

particularly at the cooling hole inlet while the losses at the hole exit are only slightly

affected. [DOI: 10.1115/1.1397306

Introduction The effect of engine-like crossflows on the internal as well as

. . . . n the external side of the film cooling hole has received much
A viable option for keeping turbine blade temperatures at Afsss attention, particularly for the case when crossflows are

ceptable levels is film cooling, which comprises ejection of rela:

tively cold compressor bleed air through discrete cooling holes %ﬁesent simultanously on both sides of the hole. The study of Hay

, - i al. [3] was the only presenting discharge coefficients with
the blade's surface. The knowledge of discharge coefficients cﬁossﬂows being present on both sides of the hole, albeit for a

these film cooling holes is vital for an accurate and reliable des'ﬂ%ﬂted range of flow conditions and hole geometries.

of turb_lne blade cooling systems. The discharge behavior of t However, there is no study present where the effect of internal
holes is known to depend on both hole geometry as well as flow

- and external crossflow on the discharge coefficient of cylindrical
Cog(ilélgr?tslyu%s;;egnmdal_rlgimdpo;:/[(ﬁtéz%r: gfctgri;rgﬁénsive reviewﬁlm cooling holes with different angles of inclination and orien-
of published data on discharge coefficients for film cooling appltatlom is systematically studied for a wide range of flow condi-

cations. In the absence of design features like turbulators, pin-fi%'egns’ .., Mach numbers and pressure ratios. Therefore, the in-

etc., the main geometric parameters affecting the discharge Cng’_nion of the present study is to provide an extensive data base of
ficient comprise the hole lengf2], hole inclination angld3], ischarge coefficients focusing on the effect of internal and exter-

hole orientation angl¢4], hole entry and exit radiusinp,6] as gﬁl |Z?z?f:ggﬁqgggncgrddg(r:iilng:?mcoo“ng holes with different
well as hole shapg7-9. 9 :

Experimental Apparatus
Contributed by the International Gas Turbine Institute and presented at the 46th
International Gas Turbine and Aeroengine Congress and Exhibition, New OrIeans,TeSt-Rig Design. The study was carried out in a continous

Louisiana, June 4—7, 2001. Manuscript received by the International Gas Turbi ; ; ; ; _
Institute February 2001. Paper No. 2001-GT-134. Review Chair: R. Natole. fibw wind tunnel at Karlsruhe University. The wind tunnel con
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Fig. 1 Film-cooling test section
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Table 1 Film-cooling hole geometries tested in present study Table 2 Operating conditions of the discharge coefficient

study
Hole || inclination o | orientationy | t/D | L/D
Pressure ratio Pre/Pm 1...2.25
1 0d 0d 3
30deg & Temperature ratio Ti/Tyn | 1.0
2 45d 0d 3 1424
& = Internal Mach number Ma, 0...0.6
0d 3 |3
3 90deg e External Mach number Ma,, 0...1.2
4 d 45d 3 16
30deg 8 Internal Reynolds number Rep . upto 2.5-10°
5 30deg 90deg 3 16

External Reynolds number | Rep» | upto2.1-103

Film hole Reynolds number | Rep e | upto 1.5-10°
e
- \

e Boundary layer thickness 899/D 0.5
P N
e i"'// . External turbulence level Tu,, <2%
T Plan view
/ }c}/ Internal turbulence level Tu, 1%
,é,/\\\
5 orientation Y
main flow L
/Y inclination & sists of two loops representing the external and internal crossflow

of a film cooled airfoil. Both loops were controlled independently
t and linked by a single, scaled-up film cooling h@fég. 1). For all
tests presented in this paper, both loops were oriented parallel to
each other, representing a flow condition usually found, for in-

M Eside view stance, in the mid portion of nozzle guide vanes.

The main challenge for the test rig design was to measure the

Fig. 2 Definition of inclination and orientation angles

inclination a=30deg, orientation y=0deg
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inclination «=30deg, orientation y=0deg
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Fig. 3 Discharge coefficients of holes with varying inclination angles (=30, 45, and 90 deg) and fixed orientation angle
(y=0 deg)
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inclination a=30deg, orientation y=0deg obtained directly for all flow cases, independently of the crossflow
T ; T T rates. A more detailed description of the test facility was given by
0 Wittig et al. [10].
In total, five hole geometries were testd@able 1. A cylindical
hole with an inclination angle of=30 deg ejecting in mainflow
direction (orientation angley=0 deg serves as a baseline geom-

[a]
$)
06} etry. For a given blade desidfixed wall thickness)tthe designer
g of the cooling system has only two possibilities of varying the
§ 05 | ] geometry of a cylindrical film cooling hole: the inclination and the
g orientation angle. This was taken into account for the present
5 04[5 Puefbm=1.10 ' T study by altering the inclination as well as the orientation angle of
= Pte/Pm=1.25 g . . .
2 03| Pi/Pm=140 ) the film cooling hole. Starting frp_m the_ ba_sell_ne geomdiry
° o~ Pie/Pm=1.60 =30deg andy=0deg, two additional inclination anglega
0.2 ; b - - =45 and 90 depgas well as two additional orientation angles
0 0.1 02 0.3 0.4 0.5 0.6 =45 and 90 degwere studied covering the range of typical cy-
internal crossflow Mach number, Ma, lindrical film cooling hole geometries; see Fig. 2. The diameter D
(@ of all holes was 10 mm. The wall thickness t was kept constant at
30 mm. Entry and exit of the holes were sharp-edged and the
09 inclination a=45deg: orientation y=0deg interior surfaces of the holes were aerodynamically smooth.
ﬁ% Definition of the Discharge Coefficient. The discharge coef-
08 % %\e\e ficient Cp, is the ratio of actual mass flow rate and ideal mass flow
007 b \\ | rate through the film-cooling hole. The ideal mass flow rate is
o calculated assuming an isentropic one-dimensional expansion
€ 06t from the total pressure in the coolant supmy. to the static
% \) pressure in the mainflow,,. This leads to
205 .
2 N m
2041 =1.10 : ] =
s 04 i_ gﬁgr?:"zs D Prm k+1/2¢ 2k Prc k— 1k T
B S | o 22) N ([P T
® 7 Pulpn=160 Pec (k= DRT || Py 4
02t : : . % The total pressure and temperature in the coolant supply were
0 0.1 02 03 04 05 06 measured D upstream of the cooling hole inlet with a probe
internal crossfiow Mach number, Ma, located D off channel centerline. The static pressure in the main-
(b) flow was measured at the top wall opposite of the hole.
09 inclination =80deg, orientation y=0deg Test Program. When deciding on the test program, the inten-
) ' : ' tion was to study each hole geometry over a wide range of engine-
08 : : ' 1 like flow conditions. A matrix of three interngkcoolan) Mach
o : numbers(Ma,=0, 0.3, and 0.6 and four external(mainflow)
0.7} \ : Mach numberg§Ma,,=0, 0.3, 0.6, and 1)2was considered to be
\ studied over a range of pressure raips/p,=1 . .. 2.25. Addi-
0.6 tionally, in order to focus on the effect in internal crossflow, each
hole was tested at four fixed pressure ratps/p,=1.1, 1.25,
1.4, and 1.6 over a range of internal crossflow Mach numbers

discharge coefficient, Cp
o
o

0.4 | -5 p/om=1.10 (Ma.,=0 ...0.6) without a crossflow at the hole exit side (Ma
- p:c/pmf}-ig =0). Mainflow and coolant were at equal total temperatures of
0375 8532;1260 290 K. Table 2 provides the detailed set of operating conditions.

02¢t : . ] : i Estimates of Accuracy. Uncertanties were estimated follow-
0 0.1 0.2 0.3 0.4 0.5 0.6 ing the procedure given by Kline and McClinto€kl1]. The un-
intemal crossflow Mach number, Ma, certainty in the values o€ resulted from the uncertainty in
(c) o measuring the actual flow rate through the film-cooling hole and
the uncertainty in determining the ideal flow rate.
Fig. 4 Effect of internal crossflow for holes with different in- Due to the fact that the coolant supply was designed as a closed
clination angles: (a) a=30deg, (b) @=45deg, (c) a=90 deg loop[10], the actual flow rate could be measured for all flow cases

directly using a standard orifice leading to an uncertainty of 2
percent except for very low mass flow rates. The uncertainty in
determining the ideal flow rate was calculated to be much less

f v th h the fil lina hole with f than 2 percent except for very low pressure ratios. Overall, the
ow rate accurately through the film cooling hole with crossflow§ncertainty(95 percent confidence levedf the Cp, values was

. . Srcent.
stream of the hole location and calculating the hole flow rate fro

the difference of these two flow rates, would lead to undesirablyesyits and Discussion
high uncertainties for the discharge coefficient.

Therefore, the secondary loop representing the internal coolanHoles With Varying Inclination Angles. Figure 3 shows the
flow was designed as a “closed loop,” which allows to easilylischarge coefficients plotted versus pressure ratio for the holes
control and accurately measure the flow rate entering the loopwish varying inclination angles of 30, 45, and 90 deg and a fixed
“substitute” for the film cooling hole bleed. The hole flow rate isorientation angley=0 deg. Within each plot, the internal cross-
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inclination a=30deg, orientation y=0Odeg

inctination o=30deg, orientation y=0deg
09 (e =00 09 TFa=0F : : T
08 0.8
07 07
a =]
Sos 19 086
€ “ g
Sosff 1805}
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1 1.2 1.4 1.6 18 2 22 1 1.2 14 16 18 2 22 1 1.2 14 1.6 18 2 22
pressure ratio, pi./pr, pressure ratio, py/pm pressure ratio, p/Pr,
inclination a=30deg, orientation y=45deg inclination a=30deg, orientation y=45deg inclination «=30deg, orientation y=45deg
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08 0.8
0.7 0.7
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© o8 19 06
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g 05 18 05
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o
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0.7 07 0.7
[a] o
O 06 S os 19 08
5 § 5
Ig 05 g 05 1 g 05
g 04 1804 18 04
o3 Ma,=00 —s—1 & 0.3 o3 Ma,=0.0 —a—1
3 Ma,=03 —o—| S 8 Mag=0.3 —e—
502+ Ma,=06 ——1G 0.2 t M 5 02 mami).g —a—]
5 Ma,=12 —— | 5 a,=1.2 —e— | 5 ay,=1.2 —o—
Coat " © 01 i 1704 ™ I
0 N R L . i 0 . . i i N ; 0 . . i " .
1 1.2 14 1.6 1.8 2 22 1 1.2 14 16 18 2 22 1 12 14 1.6 18 2 22
pressure ratio, PP . pressure ratio, /P pressure ratio, p/Pr,
Fig. 5 Discharge coefficients of holes with varying orientation angles (y=0, 45, and 90 deg ) and fixed inclination angle (a
=30deg)

flow Mach number Ma was kept constant while the externaMa.=0 (Fig. 4(c)). This behavior reflects the findings of Thole
Mach number was varied from Ma 0 to 1.2. Two general trends et al.[12]. Their LDV measurements showed that flow separation
were found: at the hole entry is responsible for the losses when the flow enters
1 For all flow cases investigated, increasing the pressure ralit¢ hole. The size of the separation region, which is primarily
results in higher discharge coefficients, particularly at higlePendant on the crossflow conditions and the hole angles, deter-
external crossflow Mach numbers mines the amount of the losses and, therefore, the discharge coef-
2 Keeping the pressure ratio constant and increasing the exfégient.
gﬁle'véﬁh gggb?ir Ieadsthto d:egc(;%asmﬁ ?'Schﬁqrget C.Otemc'?ntSHoles With Varying Orientation Angles. Figure 5 shows the
y B on 1S the deg hole without interna discharge coefficients plotted versus pressure ratio for the holes
crossflow (Ma=0). This case will be discussed later. : . : . :
with varying orientation angles of 0, 45, and 90 deg and a fixed
The effect of the internal Mach number, on the other hand, doglination anglea=30 deg. For each plot, the internal crossflow
not become sufficiently clear from the plotted data. It seems theliach number Ma was kept constant while the external Mach
increasing the internal Mach number results in lower dischargember was varied from Mga=0 to 1.2. At a first glance, the
coefficients. However, this issue needed further investigation tesults show a remarkable similarity to those of Fig. 3. Obviously,
get a more detailed view. Therefore, additional experiments witmcreasing the orientation angle has the same effect on discharge
out external crossflow (Mg=0) were conducted where the prescoefficients as increasing the inclination angle. The general fea-
sure ratio was kept constant and the internal Mach number Wwases discussed for the holes with varying inclination angle in
varied from Ma=0 to 0.6(Fig. 4). terms of effect of pressure ratio and external Mach number can be
It becomes evident that for each pressure ratio an approprigé@nd for the holes with varying orientation angles as well. This

internal Mach number occurs where the discharge coefficiegso holds true for the detailed view on the effect of internal Mach
peaks out. This Mach number shifts to lower values when thgmper given in Fig. 6.

pressure ratio is decreased. The level of this maximum discharge

coefficient, however, is only very slightly affected by the pressure Effect of Internal and External Crossflows. It becomes ob-
ratio. For each pressure ratio, increasing the inclination aaglevious from the data presented that the effect of internal and exter-
moves the Mach number for which the maximum discharge coefal crossflow on the discharge coefficient is rather complex and
ficient occurs to lower values. Consequently, maximum dischargannot be easily deduced from the plots presented. Comparison
coefficients for thea=90deg hole occur at plenum condition,from one hole geometry to another is difficult. In order to over-
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orientation y=0deg, Ma =0.0
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inclination «=30deg, orientation y=90deg Fig. 7 Normalized discharge coefficient for holes with differ-
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e
3
i

now used to analyze in-depth the effect of internal as well as
external crossflow for cylindrical holes with varying inclination
and orientation angles.

First, the holes with varying inclination angles will be exam-
L & py/Pm=1-10 i | ined (Fig. 7(a)). In order to separate the effect of external cross-
- Pic/Pr=1.25 * flow, all data collected with zero internal crossflow are used. For
o g:gfgm:}:gg : 1 these flow cases, the discharge coefficients are normalized by the

m discharge coefficient for the plenum-to-plenum cddéa.=0,

o
o
i

©
'S

discharge coefficient, Cp
(=]
(4]

o
w

02t ; : H i ] Ma,,,=0) at the same nominal pressure ratio in order to eliminate
0 0.1 0.2 03 04 0.5 06 the contribution of the baseline losses inside the hole. This ratio is
internal crossflow Mach number, Ma, then plotted versus the jet to external crossflow momentum flux
(¢) ratio
2
Fig. 6 Effect of internal crossflow for holes with different ori- (pu )iel

Ijel/extCr: (pUZ)m

For each hole geometry, all data were found to nearly collapse on

a single curve.

At low momentum flux ratios the discharge coefficient is lower
_ ) _ than for the plenum-to-plenum case, indicating additional losses

come this problem, it was decided to use the method proposeddde to the external crossflow. For momentum flux ratios exceed-
Gritsch et al.[13] to separate the crossflow effects. They introing about 2, the discharge coefficient is not affected by the exter-
duced a prediction scheme for discharge coefficients that is basegl crossflow fora=30 and 45 deg. For the=90 deg hole dis-
on the assumption that the losses occurring at the inlet, inside, athrge coefficients appear to be increased as compared to the
at the outlet of the hole can be treated separately of each othglenum-to-plenum case in the rangel f0.8 . . . 50.This “cross-
This scheme was first developed for predicting the discharge aser” effect was noted before by other researcherg.,[14,15).
efficient of a cylindrical hole with an inclination anglee Also Hay et al.[5] found that for ao=90 deg hole normalized
=30deg and later successfully applied to holes with a diffuseischarge coefficients exceed unity in the rangé-eflL to about
shaped exit portion, i.e., “fan shaped” holg8]. This scheme is 30, which is in good agreement with the results of the present

entation angles: (a) y=0 deg, (b) y=45deg, (¢) y=90deg
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inclination o=30deg, Ma,=0.0 ously, the internal crossflow makes it easier for the flow to enter

—
—y

. i NPT i T the hole. It was shown by Thole et dl12] that this effect is
S 1 AU s ag ] directly linked to the formation of flow separation regions at the
Z)c + hole inlet. At low momentum flux ratios a separation zone forms
209 o on the leeward side of the hole inlet. At high momentum flux
g + ratios the separation zone was found on the windward side. In
£ 08t 4 - between these two extremes, there is a range of momentum flux
8 §° ratios where the flow can enter the hole without forming a sepa-
$07 1 a5t : ration zone, or if there is one it is only small. This causes much
g 0s | o * entation 4= 0d . ] Iower_ I_osses when entering the holt_a a_nd leads to high disqharge
g% & i stdgg : coefficients. For ther=90 deg hole with its hole axis perpendicu-
E T orientation y=90deg  + | lar to the ;qpply flow, however, an _mternal crossflow will always
= cause additional losses at the hole inlet. Consequently, the normal-
E o4 M . H ; L ized discharge coefficient is always lower than unity.
g o0t 0.1 1 10 100 . 1000 The same procedure is then applied to look at the holes with
jet-to—external crossflow momentum flux ratio,lgyexcr varying orientation angle¢Fig. 8). As pointed out before, the
(a) effect of increasing the orientation angle has a very similar effect
on the discharge behavior as increasing the inclination angle. This
. inclination o=30deg, Ma;,=0.0 is now fortified by the amazing analogy of the plots in Figs. 7 and
: ' ! ' 8. Basically, all major findings can be transferred to the holes with
08 11 ¢ f‘ﬁ"‘ﬂ,.‘ , { varying orientation angles. As a main result of the present study it
} fw""’%f’o@ o’ cocke can be stated that the overall flow losses are predominantly gov-
o 1 % i + TGP0 e s a1 erned by the degree of turning of the flow when entering the hole.
209 § *ﬁ*‘ | Whether the degree of turning is prescribed by an inclination or
5 S orientation angle does not play a significant role.
S 08| & e ] With respect to the effect of the external crossflow the data
I § :? | presented in Fig. @) are also very consistent with those of Burd
% ' 8“1 and Simon[2] who found negative additive outlet lossése.,
506 o Fal oc;iréenr;gﬂ)%n y=4 gggg g 1 normalized discharge coefficients exceeding Unftyr laterally
° r e 2 - -
% 05 ot orientation £90deg 7 | ;lndicrt;r:igoglo;egg_./D =2.3, a=35deg, y=90deg at momentum
Eoa b - . .
g 01 1 10 100 1000
jet-to-internal crossflow momentum flux ratio,liyinicr
(b) Conclusions

Discharge coefficients for cylindrical film cooling holes with
varying angles of inclination and orientation were presented over
a wide range of engine like conditions in terms of crossflow Mach
numbers and pressure ratios across the hole. Special attention was
turned to the effect of internal as well as external crossflow. The
main findings can be summarized as follows:
study. This effect is believed to be due to fact that the pressure; pischarge coefficients of all holes investigated depend
field in the vicinity of the hole is altered by the crossflow in SUC@trongly on the flow conditions appliegressure ratio, internal
a way that the crossflow sucks the flow emerging from the hole. lhq external crossflow Mach numhelncreasing the pressure ra-
general, the differences between the hole geometries investigaigdieads to higher discharge coefficients. The effect of internal
are rather small, less than 10 percent for most of the range £{g external crossflow is rather complex but can be conveniently
momentum flux ratios considered. __analyzed by plotting a normalized discharge coefficient versus
The same scheme is also used to analyze the effect of interpalio-crossflow momentum ratio.
crossflow (Fig. 7(b)). The discharge coefficients collected with 5 Ajtering the inclination or orientation angle has a much more
zero external crossflow are normalized by the plenum'_to'p'e”%’ofound effect on the losses at the hole entry than at the hole exit.
discharge coefficient at the same nominal pressure ratio and tigfreasing the angles of inclination or orientation results in in-
plotted versus the jet to internal crossflow momentum flux ratioyreased losses at the hole entry and, thus, decreased discharge
(PU?)je coefficients. e N
lieintcr=7—=— 3 On the hole exit side, increasing the angles of inclination or
(pu%)c orientation only slightly affects the flow losses.
As compared to external crossflow, the internal crossflow has a4 Large angles of inclination or orientation promote the cross-
bigger effect on the normalized discharge coefficient. Additiorpver effect occuring within a certain range of jet-to-external cross-
ally, the hole inclination angle plays a more important role.  flow momentum flux ratios, which is due to a suction effect at the
Three regimes can be found describing the effect of internable discharge.
crossflow. At low momentum flux ratios, i.e., rather high internal
crossflow Mach numbers, resulting low static pressures in the sup-
ply channel provide only insufficient pressure drop across the hole
to overcome the hole losses, which leads to low discharge coe cknowledgments
cients. At high momentum flux ratios, i.e., rather low internal This study was performed at the Institut flihermische Stro
crossflow Mach numbers, the additional affect of crossflow disaprungsmachinen(ITS), University of Karlsruhe, Germany and
pears and the normalized discharge coefficients approachs unitgs partly funded by the European Union within the Brite Euram
In between, however, for the=30 deg and thex=45 deg holes, program “Investigation of the Aerodynamics and Cooling of Ad-
there is a range of momentum flux ratios for which dischargeanced Engine Turbine Components” under Contract AER2-
coefficients exceed those of the plenum-to-plenum case. Ob@T92-0044.

Fig. 8 Normalized discharge coefficient for holes with differ-
ent orientation angles: (a) effect of external crossflow, (b) ef-
fect of internal crossflow
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Nomenclature

Cp = discharge coefficient
D = film-cooling hole diameter
| = let-to-crossflow momentum flux ratio
L = film-cooling hole length
Ma = Mach number
m = mass flow rate through the film-cooling hole
p = static pressure
p; = total pressure
R = gas constant
Re, = Reynolds number based on hole diameter
t = wall thickness
T, = total temperature
Tu = turbulence intensity
u = flow velocity
a = angle of hole inclination
v = angle of hole orientation
x = ratio of specific heats
p = flow density
Subscripts
¢ = internal flow conditiong“coolant”)
jet = film hole flow conditions, area-averaged
m = external flow conditiong“mainflow” )
0 = plenum to plenum conditiotMa.= 0, Ma,=0)
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Shock Wave—Film Cooling
Interactions in Transonic Flows

Interactions between shock waves and film cooling are described as they affect magni-
tudes of local and spanwise-averaged adiabatic film cooling effectiveness distributions. A
row of three cylindrical holes is employed. Spanwise spacing of holes is 4 diameters, and
inclination angle is 30 deg. Free-stream Mach numbers of 0.8 and-1L.1@ are used,

with coolant to free-stream density ratios of £156. Shadowgraph images show different
shock structures as the blowing ratio is changed, and as the condition employed for
injection of film into the cooling holes is altered. Investigated are film plenum conditions,
as well as perpendicular film injection crossflow Mach numbers of 0.15, 0.3, and 0.6.
Dramatic changes to local and spanwise-averaged adiabatic film effectiveness distribu-
tions are then observed as different shock wave structures develop in the immediate
vicinity of the film-cooling holes. Variations are especially evident as the data obtained
with a supersonic Mach number are compared to the data obtained with a free-stream
Mach number of 0.8. Local and spanwise-averaged effectiveness magnitudes are gener-
ally higher when shock waves are present when a film plenum condition (with zero cross-
flow Mach number) is utilized. Effectiveness values measured with a supersonic ap-
proaching free-stream and shock waves then decrease as the injection crossflow Mach
number increases. Such changes are due to altered flow separation regions in film holes,

different injection velocity distributions at hole exits, and alterations of static pressures at
film hole exits produced by different types of shock wave events.
[DOI: 10.1115/1.1397305

Introduction blade surfaces, including at the exits of film cooling holes, which

. . . changes instantaneous film cooling flow rates from these holes

The trend of modern aeroengine development is toward incre "10-12.

ing power-to-weight ratios. This requires engine designs With g second typef shock wave may interact with the first type,
higher compressor pressure ratios, higher gas temperatures, highgf are produced when supersonic mainstream flow approaches
air flow rates, and _smaller engine cross sections. The last threed film from a row of holes. Thus, the origin of the second type
these tend to restrict flow passage areas and increase local Mgthock wave is different from the first type. Wittig et &13]
numbers. Because of the high gas temperatures required to @gamine these phenomena and present experimental data with a
duce the required power levels, film cooling is often employed ifnee-stream Mach number of 1.2, which shows that the blockage
the first turbine stages. However, our knowledge of the detaileffect of the coolant results in the formation of a bow shock wave
effects and interactions of these high Mach number flows wijHst upstream of the injection location. This may then lead to
film cooling is limited, even though a number of recent studiegdditional shock waves, and local boundary layer separations.
consider global film cooling performance in transonic turbine caghree hole types are considered by Wittig et al., each with a
cadeg1-8]. Such interactions are important to aeroengine devdiimple angle orientation: roun@r cylindrical, laterally diffused

opment because the behavior and performance of transonic fﬁ%’i far;iihapeg.an(z f(t)r:\Nardt-kI]aterfilrI]y diﬁq?edor Ia:jd-t;]ack-fanf th
cooling with supersonic freestream flow is, in most cases, signi naped: According o the autnors, the positions and shapes of the

shock waves depend strongly on both the hole shape and blowing

cantly different from film cooling behavior when all flow COMPO- iy

nents are either subsonic and compressible, or subsonic and I itsch et al[14] present spatially resolved and spatially aver-
compressible. In other words, this is a situation where low-Speeghaq surface film effectiveness data downstream of single holes
subsonic, constant property tests cannot be used to simulate §Bging the same hole shapes. These investigators indicate that
key characteristics of flow behavior. bow shock waves and related events can induce larger concentra-
Two general types of shock wave are present in turbine stagfshs of film to be present near a test surféiten if these events
of transonic turbines. Thirst typeare generally initially induced are not present This increases local protection compared to a
at the trailing edges of transonic stator vanes in the first turbis@uation where all flow components are subsonic. Mainstream
stage. As each pair of shock waves emanates from a trailing ediylgch numbers of 0.3, 0.6, and 1.2, and coolant passage Mach
it repeatedly encounters different rotor blades in the rotating rowmbers of 0 and 0.6 are utilized. The dramatic changes to tran-
of airfoils just downstream. As each of these shocks approactiggic flow fields in the vicinity of cooling holes is further illus-
rotor airfoil surfaces, the shock waves may be chopped up, féated by the study of Liedsi5]. His results show no measurable
flected, or absorbed. As a result, families of as many as six shdgkanges to film cooling effectiveness distributions when the free-
waves may advect through different portions of rotor passagesSieam Mach number varies since his free-stream Mach numbers
any one moment, where some move upstream, some move doff& only as high as 0.9, and the mainstream flow always remains
stream, some strengthen, and some attenf@teThese shock subsonic.

L S ) ost other studies examine effects of thiest type of shock
waves produce significant variations of static pressure along ro%) ves. Of these investigations, Nix et E&], Popp et al[6,7],

_ : ) _ and Smith et al[8] examine the effects of propagating shock
Contnbuted by the I_nternatlonal Gas'Turblne Institute and prg;ented at the 4%\/(35 on heat transfer and film cooling performance using a sta-

International Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, . . o .

Louisiana, June 4-7, 2001. Manuscript received by the International Gas Turbfi@nary transonic turbine cascade with inlet and exit Mach num-

Institute February 2001. Paper No. 2001-GT-133. Review Chair: R. Natole. bers of 0.3 and 1.2, respectively. According to these authors, un-
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steady heat transfer from passing shock waves is driven, in large

part, by induced temperature fluctuations, with little effects from Compressor Flow

shock waves on time-averaged heat transfer levels. Grids
Norton et al.[1] present results from experiments using flat (a)

plates, a two-dimensional cascade with blades having a variety of onr“ .‘ m £
film hole arrangements, and a rotating three-dimensional turbine ] o Exnaust duct
rig. Although results for each part are somewhat limited in scope, il &
some information is provided on the influences of Mach number, Heater N .
and the passage of shock waves and wakes from the motion of oA neaation
upstream blades. Rigby et 4R] provide additional insight into From Blower 1 Pronam
the Norton et al[1] results. The same steady-state cascade results U vawe
are presented in both sources. Rigby ef{2].indicate different Cooler
influences of wakes and shocks depending on the location of the Nozzdle
film holes on the blade surface and on the blowing ratio of the (b) Windows
film. Injectant lift-off is found to be particularly important. Ac- Main e Tost Section A
cording to Rigby et al., the passage of simulated nozzle guide Fiow
vane wakes and shocks produces significant changes to film cool- —> ==
ing on blade suction surfaces. On the pressure surface of the blade ¢ Z
tested, little influences of the shocks and wakes are evident be-
cause of film lift-off at low blowing rates. “;3:';":
Abhari and Epsteif3] show that flow pulsations from the pas- Channel
sage of wakes, shocks, and potential flow interactions can have a f

dramatic effect on the performance of film cooling. The authors

examine film cooling in a rotating transonic turbine within a test Caotant Flow

facility which simulates full engine nondimensional conditions,;ig. 1 Schematic diagram showing:  (a) overall arrangement of
The MaCh number at the eXit Of the nOZZle guide vanes iS 1]{&6 experimenta| fa(:i“tyY and (b) a Cut_away view of the test
The unsteadiness from the relative motion of two adjacent blagection

rows results in a 12 percent decrease in time-averaged heat trans-

fer on the suction surface dna 5 percent increase in time-

averaged heat transfer rates on the pressure surface. Aldhari

: L : o C ithout shock waves. The comparisons made with these data il-
prowdes.addltlonal e.V|de.nce In investigations of flow and he. strate the unique effects and Fi)nteractions of the second type of
transfer in a transonic, high pressure ratio, single stage turbi Lv%;l

His predictions of time-resolved film cooled flow behavior near a ock waves with film cooling.

turbine rotor show large fluctuations of the coolant injection flow

out of the holes. Heat transfer predictions from the pressure s@xperimental Apparatus and Procedures

face show time-averaged magnitudes of the unsteady surface heat

flux to be as much as 230 percent greater than the steady prediddPHT Test Facility and Test Section. The high-pressure,
tion. This is due to reductions of the adiabatic film effectivenedygh-temperatur¢HPHT) test facility, located in the Institute for
by as much as 64 percent relative to steady values. Ligrani et Bitermal Turbomachinerflehrstuhl und Institute fuThermische
[10—17 show that the unsteady pulsations from such phenomefifoemungamaschingrat the University of Karlsruhe, is em-
produce important changes to the flow structure, especially H¥oyed for the study. The facility is shown in Fig(a) and oper-
cause the film instantaneously changes its momentum and posif@fS In & Steady-state mode. It contains a primary flow loop for the
in the boundary layer over each pulsation period. These inveiikternal flow, a secondary flow loop for the film coolant supply,

gators also show that film concentrations move to and from tfi&d is described by Wittig et g13]. .
A schematic diagram showing a cut-away view of the test sec-

wall with each imposed bulk flow pulsation which often gives ; ted in Fia.(b). The test tion is 90 id d
different mean injectant trajectory, and acts to spread the sa is presented in Fig.(b). The est section Is 9 mm wide an
amount of injectant over a larger volume. As a result, importa out 300 mm long. The test section helght at its entrance is set at
changes tdime-averagednjectant distributions occur, v;/hich re- €ither 30 mm or 25.2 mm to achieve mainflow Mach numbers of
9 gedn) ’ 0.8 and 1.12, respectively. The instrumented test plate is located

sult in alterations to f.'lm co_ohn_g protectidii6]. . just downstream of an ejection module, which contains the film
A number of other investigatiorjd7—28 consider shock wave cooling holes.
Interactions with second_ary injection and film cooling as applledoThe mainflow air is delivered to the test section by a screw-type
to engine inlets, scramjet combustors, and exhaust nozzles. pressofoperating with a pressure ratio of JL2A biower sup-
some cases, results presented in these studies are inconsistent I' secondary air at a rate ranging from about 0.2 to 2.5 percent
each other. In addition, experimental conditions and geometi¢ the main air flow rate. Mass fluxes of both flows are controlled
configurations are considerably different from those in turbinesjngependently by valves, and determined from measured pressure
The present study focuses on thecond typeof shock wave grops across venturi nozzles and orifice plates. The pressure levels
encountered in transonic turbines, and their effects on film cooliRg supply vessels are also used to adjust and control injectant and
from a single row of cylindrical, simple angle holes. New undeimainstream mass flow rates. Mainstream mass flow rates as high
standing of these phenomena is provided by surface film cooliag 1.0 kg/s are achieved with the arrangement. The main flow is
effectiveness distributions and shadowgraph flow visualizatiofeated using one of four available burners. The temperature is
images. A wider range of flow conditions are examined than aggljusted by altering the ratio of air to combustion gas. With the
considered by the other known investigations of this type of shoeke heater employed, a hot gas stagnation temperature as high as
wave as applied to turbine components in gas turbine engirgs2 K is produced. The spatial uniformity of the main flow is
[1,13,14. The present data are obtained with a density ratios phproved using a series of grids, a honeycomb flow straightener,
1.5-1.6, blowing ratios of 0.5, 1.0, and 1.5, and injection crosand a high contraction ratio, converging—diverging nozzle located
flow Mach numbers ranging from @vhich gives a plenum con- just upstream of the test section. Because this nozzle is contoured
dition) to 0.6. Two free-stream Mach numbers of 0.8 and aboonly on one side, its height can be varied so that the flow area at
1.12 are employed to produce flow over the test plate with atlde downstream and can be adjusted.
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A heat exchanger, with water as the coolant, is employed tc focusing

L . . . mirror transparent
control the temperature of the injectant air after it exits the supply Z screen
blower. This air is delivered into a secondary flow passage before 1P

it enters the test section through the film cooling ejection holes.

With this apparatus, the film air can pass by film hole entrances :;dr:gra microprocessor
with crossflow Mach numbers as high as 0.6. Alternatively, the

cooling air can enter this passage from two sides to produce R-LA

plenum condition, with near-zero injectant Mach number, at the test section with

entrance to the film holes. transparent wails

Both the test plate and ejection module have a thickness of 3(
mm and are made from a semi-crystalline thermoplast materia
called TECAPEK. This material is employed because of its ma-
chinability, ability to maintain its shape at temperatures up to 550
K, and low thermal conductivity of 0.3 W/mK. With this arrange-
ment, the test plate approximates an adiabatic surface.

7/ plane mirror

| [
. . . . §
Film Cooling Hole Geometry. A single row of three film  focusing pInnote focusing pinhole

cooling holes is employed. The diametéof each round, cylin-  ™™°" tans

drical hole is 5 mm. Spanwise hole spacing & dength of each Fig. 2 Schematic diagram of shadowgraph flow visualization
hole is &, and inclination angle from the test surface is 30 deiipparatus

grees.

focusing
lens

light source

Pressure and Temperature Measurements. Air tempera-
tures are measured in the injectant supply ducting, injectant ple-
num, and mainflow at the inlet of the test section using calibrated
type K (nickel/chromium—nickgl thermocouples. When em- This is accomplished as the camera views the test surface
ployed in a moving gas stream, each thermocouple junction tlfrough a custom-made, planar sapphire window. This is installed
placed inside of a small venturi shield so that stagnation tempejast above the test surface in the top wall of the test section. The
ture is measured directly. Stagnation coolant temperatures are giection module and test surface are coated with a constant-
termined from measurements made in the coolant supply chanrghissivity dye to produce uniform radiation emission from these
Mainstream recovery temperatures are deduced from measusagfaces. Seven thermocouple junction locations are present in the
stagnation temperatures, and several other quantities including fietd viewed by the camera. With these thermocouple data, ther-
mainflow Mach number, which is determined from measuremenisal radiation contours, measured with the infrared camera, are
of stagnation pressure and static pressure at the test section imidily converted to temperatures. This situ calibration ap-
Setra variable capacitance type 239 and type 204 differential pr@geach accounts for less-than-perfect transmission and emission
sure transducers are employed for such pressure measurementgiraagh the sapphire window, and variable boundary conditions
well as to measure pressures in the injectant supply ducting, groduced by reflection from test section walls. Images from the
jectant plenum, and at two locations along the test surface. infrared camera are captured and recorded as an ASCII data array,

Temperature and pressure data are acquired as tests are ungf-then digitized and processed using a Motorola model 68020
way using a Scanivalve 48-channel rotary pressure scannerl@MHz microprocessor. The software converts radiation levels to
Prema 5017 digital multimeter/analog-to-digital converter, and asmperature at each pixel location using calibration data. Each
80-channel in-house-built multiplexer. Labview software fronfinal image is a time-average of 32 instantaneous images obtained
National Instruments Corp. is used with an Intel type 486Dx 66ver a 4 to Ssecond time interval. Schul29] provides additional
MHz processor to capture and process signals from the thermgfetails of infrared imaging procedures.
couples, pressure probes, and pressure transducers employ@kcause of the finite conductivity of the test surface material,
throughout the test section. corrections are made for conduction in the streamwise and span-
wise directions. Without this correction, temperature variations
are smeared, and are not representative of true local and global
adiabatic conditions. Procedures described by Bauldauf E3G).
{1 Which internal heat fluxes are computed using a finite-element
& alysis, are employed to make these corrections. Temperatures,
measured using the thermocouples placed along the backside of
7= (Taw— Troo) (Toc— Trs) (1) the model, as well as just upstream and downstream of the model,
provide boundary condition information and other data needed to
. ) stimate conduction loss magnitudes. With this approach, devia-
free-stream recovery temperature at the location of the film coQlys from an adiabatic state along the test surface are taken into

ing holt_es, andr, is the coolant stagna_tlor! temperature. account. Corrections for radiation to and from the test model sur-
Spatially resolved temperature distributions along the test slté-ce are also included in the analy§&o]

face are determined using infrared imaging in conjunction wit
thermocouples, anih situ calibration procedures. To accomplish Shadowgraph Flow Visualization System. A schematic dia-

this, the infrared radiation emitted by the TECAPEK test surfagram of the shadowgraph flow visualization system is shown in
is captured using an Agema Thermovision 900 Infrared Imagirigjg. 2. The system consists of a point light source, several lenses,
Camera. This single-sensor camera operates with a scanning $gsusing mirrors, a number of additional pin holes, and a screen. A
tem and produces images with an array of 272 by 136 pixels. Ti8®ny model XC-003P 3CCD analog video camera with 75 mm
amounts to about 1.5 pixels per millimeter. Temperatures, mdans is used to record images, which are then captured, recorded,
sured using calibrated 0.50-mm-diam, typerickel/chromium— and digitized using a Matrox Metnor Il frame grabber card, and an
nickel) thermocouples distributed along the test surface adjacdntel Pentium 1ll 350 MHz microprocessor. Each shadowgraph
to the flow, are used to perform the situ calibrations as the image is obtained at the same time as the surface effectiveness
radiation contours from surface temperature variations are mdistributions are measured. Density variations through the test
corded. To do this, surface thermocouple readings and infrargelction are apparent in shadowgraph images as a result of oblique
images are recorded simultaneously as each test is conductedshock waves and Mach waves.

Local Adiabatic Film Cooling Effectiveness Measurement.
Because the present measurements are made in transonic env
ment, the local adiabatic film cooling effectiveness is determin
using an equation of the form

whereT,,, is the local adiabatic surface temperatufe, is the
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Table 1 Experimental con(_jitions 1.2 ) T 1 T T T T
Run M, M, m  pfpe ucfte I Poc[Pe o} . 7
1 80 .00 51 159 .31 15 1.26 N [o) -
2 80 00 100 159 63 63 148 0.8 xO x X& X a
3 80 .00 150 1.54 97 146 1388 C,.o6F. x ° a M_M -
D » 8 o3 e
4 1.12 00 53 147 36 .19 1.48 i A O 080 00
5 112 00 98 149 .66 .64 186 0.4 $ 8%
6 112 00 148 149 99 147 250 o2l A 110 0 -
7 8 30 49 161 30 .15 125 Ly, °‘Af 83 1=l
§ 80 30 100 156 .64 64 175 0o's e 20 25 3.0
9 .80 31 151 159 .95 143 241 ’ ’ P /P
10 110 30 32 156 .21 .07 1.30 oc oo
11 110 30 54 156 35 .19 1.56 ) ) - )
12 1L.10 .15 51 1.54 13 17 1.45 Fig. 3 Discharge coefficients as dependent upon ratio of cool-
: ) ’ : ' ' . ant to mainstream pressure, mainstream Mach number, and
13 1.10 59 47 161 29 14 1.68 coolant passage Mach number.
Spanwise
Inclination hole
Flow Conditions Study angle  m ld plp. M. M SDaging
—e— P d 30° 049 6 159 08 0 4
_Tablt_a 1 gives the experimental conditions of the results ob-,__ Grrizigtestti,y [14] 30° 062 6 185 06 O _
tained in this study. _ —O— Schmidtet al. [34] 35° 063 4 160 <01 0  3d
With a free-stream Mach number Mof 0.8, mainstream stag- —o— Bell et al. [35] 35° 070 3 139 <01 O 3d

nation temperatur@ ., is usually about 530.4 K, and mainstream
static temperatur@., is about 470.1 K. With a free-stream Mach

number of 1.10 to 1.12, these temperatures are then about 563chs are based on ideal mass flow rates determined using coolant
K, and about 452.9 K. The top wall of the test section is arrang@fhgnation pressures, coolant stagnation temperatures, and free-
so that free-stream Mach numbers are approximately constaffaam static pressures. Coolant stagnation pressures and tempera-
Wlth streamwise distance over the test model. Correspondifiges are measured in the injectant supply channel using a probe
mainstream Reynolds numbersxdt =25 (and based on stream-|ocated 841 upstream of hole entrances. Free-stream static pres-
wise distance along the test surfacere 1.06<10° and 1.49 gyres are measured on one side wall of the test sectidrup8
X 10P for free-stream Mach numbers of 0.8 and 1.12, respectivebtream of the film cooling holes. With this approach, values pre-
The ratio of external boundary layer thickness to hole diameter génted in Fig. 3 are in agreement with values extrapolated from
the location of the film cooling holes is estimated to be about 0.&yritsch et al[33] for M.,=0.8 and M-=0. Cp values in Fig. 3
Free-stream turbulence has an intensity of less than 2 percent, ﬂﬂdez 1.10-1.12 are then genera"y lower than values mea-
large length scalegwith sizes on the order of the honeycombsyred with M,=0.8. This is due to shock waves in the vicinity of
passage width which is about 4 mifi4]. the film hole exits at the higher free-stream Mach number, which
Note that the coolant Mach numberscNisted in Table 1 are cause the static pressure at these locations to be different from
given for the injectant flow passage located just in front of the filalues measured HBupstream of the film cooling holes.
hole entrances. The turbulence level in this internal secondary ) ) ] )
loop is typically about 1 percerifi4]. Coolant static and stagna- Effectiveness Comparisons With Other Studies. Results
tion temperaturesT ¢ andToc) at the exit planes of the holes areffom the present study are compared to data from other investiga-
typically 298.0 K and 291.3 K, respectively. The ratio of coolanions in Fig. 4. Note that only a reasonable match of experimental
static temperature to mainstream static temperature is 0.62 to 0.@7ditions and film hole geometries is obtained, as a perfect
giving film-to-mainstream static density ratios from 1.49 to 1.61match is not possible. In spite of this, centerline local effective-

Coolant Reynolds numbgbased on hole diameteis then as high ness data agree well with results from Gritsch et[a#4] and
as 0.9<1CP. Schmidt et al[34] in Fig. 4a). Spanwise-averaged effectiveness

data are lower than results from Schmidt et{ @4] and Bell et al.
. - [35] in Fig. 4(b) (when compared at the samhd). This is mostly
Experimental Uncertainties because of larger spanwise spacing between holes in the present
Uncertainty estimates are based on 95 percent confidence Isitdy. Such behavior validates the measurement procedures and
els, and determined using procedures described by Kline and Mpparatus employed. Note that the presspanwise-averaged
Clintock [31] and Moffat [32]. Uncertainty of temperatures is data are not compared with similar data from Gritach ef].
+0.2°C. Uncertainty of the Mach number M is3 percent. Un- This is because their results are obtained downstream of one hole,
certainty of the density ratip. /p.. is =1.5 percent. Blowing ratio with significantly different spanwise-averaged behavior compared
m uncertainty is+=2.0 percent. Discharge coefficie@ uncer- to a row of holes with interactions of injectant concentrations
tainty is =.035, for a typical nominal value &= 0.80. Surface from neighboring holes.
temperatures are measured using infrared thermography within 1
percent of the difference between the coolant temperature and.ocal Adiabatic Film Cooling Effectiveness Distributions.
mainstream temperature. Spatial resolution achieved with the Figures 5—10 present distributions of local film cooling effective-
frared imaging is 0.6 mm. Adiabatic film effectiveness uncertaintyess along the surface downstream of the central film cooling hole

is then typically about-4.0 percent. for Runs 1, 4, 6, and 11 listed in Table 1. Shock waves are present
in the vicinity of the injection hole exits whenever M 1.12. The
Experimental Results nature and characteristics of these shock waves are described in

sections of the paper which follow.

Discharge Coefficients. Discharge coefficients are presented The contour plots in Fig. 5 are given for a subsonic free-stream
in Fig. 3 as dependent upon the ratio of coolant stagnation pregth M., =0.80, and hence, no shock waves are present. Blowing
sure to freestream static pressure. For this ratio, free-stream stadito mis 0.49, and a plenum condition is used in the chamber just
pressures are measured at the inlet of the test section. upstream of the film hole entrances such tha=M0. The effec-

The overall procedures employed to measure discharge coetifreness distribution shows very high values within a short dis-
cients are described by Gritsch et [@3]. Here, discharge coeffi- tance just downstream of the holes, which indicates that substan-
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tial concentrations of the film are next to the surface. Such 7z/d

behavior is partially a result of interactions between film concen-
trations from adjacent holes, which seems to begin/dt just
greater than zero. Local adiabatic film effectiveness magnitudes
then decrease rapidly atd>4 as the film advects farther down-

stream.

Figure 6 shows how such a distributigebtained for M,

2 4 6 8

x/

=1.12, M:=0, andm=0.53 is altered by the presence of shock

0.8

0.6

Nt
04

0.1 4

o 10 20 30
x/d

Fig. 4 Comparisons of adiabatic film cooling effectiveness
data from the present study to results from other investiga-
tions: (a) Comparison of centerline data with results from
Gritsch et al. [14] and Schmidt et al. [34]. (b) Comparison of

spanwise-averaged data with results from Schmidt et al. [34]

and Bell et al. [35].

005 0.1 0.2 03 04 05 06 07

Fig. 5 Local surface adiabatic film cooling effectiveness dis-
tribution for m=0.49, M, =0.80, and an injectant plenum condi-
tion giving M »=0.0

z/d

'2 L) L) \l = L] L] L) L) llbl 1
4 6 8 10 12 14 16 18 20 22
x/d

Fig. 6 Local surface adiabatic film cooling effectiveness dis-
tribution for m=0.53, M,,=1.12, and an injectant plenum condi-
tion giving M .=0.0. Scale for contour map is given in Fig. 5.
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Fig. 7 Local surface adiabatic film cooling effectiveness dis-
tribution for m=1.48, M, =1.12, and an injectant plenum condi-
tion giving M ~=0.0. Scale for contour map is given in Fig. 5.

waves. Here, the action of the shock waves in forcing larger

amounts of injectant closer to the surface is apparent. Local film

cooling effectiveness magnitudes are higher over a much larger
portion of the test surface. For example, the line corresponding to
7=0.3 extends tax/d=18 (when shock waves are presgim

Fig. 6, but only tox/d= 13 (when no shock waves are present

Fig. 5. In spite of these differences, both distributions are consis-

tent with the attached coolant jet regime of behavior described by
L'Ecuyer and SoechtinfB6]. With this type of behavior, a vortex

is present on each side of the film as it advects downstream. Each
of these vortices is located between a region of low effectiveness,
along the midspan between holes, and a region of relatively higher
effectiveness in the wake region along a hole centerline.

As the blowing ratio then increases, Fig(abtained using the
same M, and M., but withm=1.48 shows effectiveness distri-
butions near the holes which are even lower than the ones pre-
sented in Fig. 5. This, of course, is due to partial lift-off of the
largest film concentrations away from the surface, which occurs
regardless of whether shock waves are present. This penetrating
coolant jet regime is characterized by penetration of the coolant
jet into the hot freestream gas. In addition, much interaction oc-
curs between jets from neighboring holes, and a turbulent wake is
located downstream of the trailing edge of the ejection hole and
beneath the j€lt36].

Local effectiveness values diminish even further in Fig. 8 for
M..=1.10,m=0.54, and M;= 0.3 when crossflow of the injectant
is present at the entrances to the film cooling holes. This is due to
alteration of the flow separation region near hole entrances. With
the perpendicular cross flow employed here, this separation region
forms on the side of the hole entrance closest to the oncoming
direction of the cross flow. With an injectant plenum condition,
the separation region forms on the leewéod downstreamside
of the hole entrance. These differences result in changes to the
distributions of injectant velocity and turbulence intensity at the
exit planes of the holes. Different interactions between the in-
jectant and external shock waves then occur, which causes larger
amounts of injectant to be lifted off of the surface with-M0.3
(Fig. 8 than when M.=0.0 (Fig. 6).

Additional quantitative comparison of local effectiveness distri-
butions is provided by the results in Figs. 9 and 10, which give
local centerline Zd=0) and local midspanz{d=2) effective-
ness data, respectively. Experimental conditions are the same as
for the results presented in Figs. 5-8. Comparing the=N.8

i
2 4 6 8 10 12 14 16 18 20 22

Fig. 8 Local surface adiabatic film cooling effectiveness dis-
tribution for m=0.54, M,=1.10, and perpendicular injectant
crossflow with M -=0.30. Scale for contour map is given in
Fig. 5.
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Fig. 9 Local centerline surface adiabatic film cooling effec-
tiveness values for the same experimental conditions as for the
results in Figs. 5-8

and M,=1.12 data in Figs. 9 and 1@or m=0.5 and M:=0)

shows that the shock waves force larger amounts of film closer to —

the test surface along the centerline for @ltl greater than 2.
Local effectiveness values along the midspan for=M.12 are
then about the same as values measured witk-B8 at eachx/d
location.

Interactions Between Shock Waves and Film Cooling With

around them indicate that they are weak rather than strong oblique
shock waves. The shock wave leg located above the point of in-
tersection is then stronger than each of these two legs located in
the bottom half of the channel. Note also that several Mach waves
extend from the top wall to intersect on the upstream part of the
stronger shock wave also in the top half of the channel.

Another interesting feature of Fig. (& is the reflection off the
bottom surface by the shock wave leg connected to the down-
stream edges of the film cooling holes. This reflected shock wave
is then reflected again off of the top channel surface. Considering
the entire progression of events near the bottom wall, the strongest
oblique shock wave is the one farthest upstream, and thus, the
oblique shock waves become weaker as they are located farther
downstream. This is a natural consequence of the intersections
and reflections that occU7], and the relatively low blowing

04

a Plenum Injectant Condition and Mc=0. In each shadow-
graph image, shown in Figs. 12, 14, and 16, the flow moves from
right to left. The location of the film cooling holes is identified
along the bottom of each image. Darker, shaded lines then denote
density changes in the test section associated with shock waves
and Mach waves. The shadowgraph image in Figajl&hows the
family of shock waves and Mach waves which forms around the
exits of the film cooling holes when M=1.12, M-=0, and blow-

ing ratiom is 0.53. As the mainstream flow approaches the front
edges of the film cooling holes, it is deflected upward into itself, N
and an oblique shock wave forms. The film and mainstream then
deflect again near the downstream edge of the holes, where an-
other oblique shock wave forms. Because of the angles of these
two shock waves with respect to the surface, they intersect near
the middle of the channel. The angles of these shock waves with
respect to the surface, their relative positions, and the events

0.2 4
Tms
0.1 -
0 A‘AAAAAAAAM
0 5 10 15 25

20 x/d

Fig. 10 Local midspan surface adiabatic film cooling effective-
ness values for the same experimental conditions as for the
results in Figs. 5—8. Symbol lables are given in Fig. 9.
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25
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Fig. 11 Adiabatic film cooling effectiveness distributions for
different M ,, and m, with a plenum injectant condition with M .
=0: (a) spanwise-averaged values; (b) centerline values;
(c) midspan values
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ratio of the cooling film. This gives subsonic film flow in the filmare compared to the M=0.8, m=1.50 data in Figs. 1&—c). In
holes justupstreamof the hole exits, even if some local jettingthis case, Fig. 12) shows a single strong oblique shock wave
occurs. Thus, in this case, the film does not, by itself, induce thscated in front of the holes. Immediately downstream, the main-
shock structures seen in Fig. (A2 As it merges with the main stream flow is subsonic. A weaker oblique shock wave then forms
flow, the film fluid then accelerates, becomes supersonic, and thswnstream of the holes due to deflection of the supersonic film
deflects. Note that most of the mainstream flow remains supemerging from the holes. This weak oblique shock wave is then
sonic throughout the entire sequence of events. seen to reflect off of the top wall. The static pressure in the main

Also notice that static pressure rises as flow proceeds acrdigsy must then rise dramatically across the strong shock wave. It
each oblique shock wave. This continual and sequential increasen drops as the film merges with the freestream, and then rises
in static pressure occurs along the bottom wall of the channgi, a sequential fashion as successive, weak oblique shock waves
along with deflections to the directions of the flow streamlinesre traversed.

This combination of events forces larger concentrations of in- ) ) ) )
jectant near the bottom test surface than if#D.8 and no shock _ Interactions Between Shock Waves and Film Cooling with
waves are present. The result on adiabatic effectiveness is illfi&rpendicular Injectant Crossflow and Mc=0.3. In contrast
trated by the spanwise-averaged, centerline, and midspan d&tdhe results just discussed, Figs.(d=c) show that local and
shown in Figs. 1(a—c). For m=0.5, the first two of these quan- spanwise-averaged magnitudes of adiabatic effectiveiezssase
tities are higher when M=1.12, than when M=0.8 for most all

x/d values examined.

Figure 12b) shows shock wave structure when the blowing 0.4
ratio mis 0.98. As the main flow approaches the hole, it deflects
because of significant film blockage. Weak oblique shock waves
are then formed, which emanate from channel top and bottom 0.3 4
walls. These are followed by a second flow deflection, and a
strong shock wave just downstreafwhich is also locatedip-
stream of the film holes. Note that all of these shock waves
intersect near the middle of the channel. The flow then becomes
and remains subsonic as it advects over the holes and locations
farther downstream. As the film emerges from the holes, it is
entrained by the free stream and also remains subsonic. The Macl
number of the film at the hole exits is thus not believed to be high
enough to induce additional shock wave events.

Because of the presence of the strong shock wave, the static
pressure can increase by as much as 50 percent relative to the
value upstream at the test section inlet. This may provide a reduc-
tion to the effective blowing ratio. These events, as well as the
mainstream flow deflections, force larger quantities of cooling
film near the surface compared to a situation in which no shock
waves are present. As a result, corresponding spanwise-average! 0.6 -
and centerline effectiveness values in Figsatt) (at mostx/d
locations are substantially higher when M 1.12 andm=0.98,
than when M,=0.8 andm=1.0.

A similar conclusion is reached if the M=1.12, m=1.48 data

(a)

(b)

Location of fim 0 5 10 15 20 x/d 25
eooling hole exits

Fig. 13 Adiabatic film cooling effectiveness distributions for
Fig. 12 Shadowgraph flow visualization images for M »=112 different M ., and m, with perpendicular injectant crossflow with
and M-=0: (a) m=0.53; (b) m=0.98; (c) m=1.48. Arrows de- Mc=0.3: (a) Spanwise-averaged values; (b) centerline values;
note mainflow direction. (c) midspan values
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when shock waves are present near film hole exits, and perpend.3 injectant produces more blockage than when the same blow-
dicular injectant crossflow with W=0.3 is employed. This is ing ratio is used with M=0. This also means that low blowing
evident if the M,=0.8, m=0.49, data are compared to the,M ratio shadowgraph data in Figs.(&6d) (for M.=0.3) look like
=1.10, m=0.54 data in Figs. 1@—c). Because of the limited high blowing ratio shadowgraph data in Figs.(d2c) (for M¢
number of blowing ratios studied when M 1.1 and M:=0.3, =0).

this comparison is made only fon=0.5.

Corresponding shadowgraph images in Figgal¥) show that
the effect of using M=0.3 is increased blockage by the film. As :
a result, them=0.32, Mo=0.3, M,=1.10 film seems to behave Summary and Conclusions
somewhat like a film produced using=1.0, Mc=0, and M, Interactions between shock waves and film cooling are de-
=1.12. This is indicated by comparing the shadowgraph image $aribed as they affect magnitudes of local and spanwise-averaged
Fig. 14a) with the one in Fig. 1&). A similar comparison results adiabatic film cooling effectiveness distributions. A row of three
if the m=0.54 image in Fig. 1¢b) is compared to then=1.48 cylindrical holes is employed. Spanwise spacing of holes is 4
image in Fig. 12c). diameters, and inclination angle is 30 deg. Free-stream Mach

Other noteworthy characteristics of the data in Figsat8) numbers of 0.8 and 1.10-1.12 are used, with coolant to free-
are the high effectiveness values present whmes 1.5, Mg
=0.3, and M,=0.8. Here», 7., andnsVvalues are even higher
than data measured witin=0.5 at eachx/d. This further illus-
trates the significant effects of perpendicular crossflow injection 0.4
on film cooling behavior. This is especially evident when effec-
tiveness data for M=0 in Figs. 11a—c) are also considered,
since they generally decrease continually with increasing blowing
ratio at each value aof/d.

Effects of Injectant Chamber Crossflow Mach Number on
Shock Waves and Film Effectiveness. The influences of in-
jectant crossflow on transonic film cooling behavior with shock
waves is further illustrated by the results given in Figs. 15 and 16
for m=0.5. The first of these figures shows that 7., and 7,
magnitudes generally increase when shock waves are added to the
flow and an injection plenum condition with M=0 is utilized.

This is evidenced by a comparison of the,#1.10 data with
M. =0.3 data. 0

When M,=1.10 in Figs. 18&-c), 7, 7, andn,s magnitudes 08
then decrease asdMncreases from 0 to 0.3. Values then increase ’
by small amounts as Mincreases further from 0.3 to O(éxcept
n¢ values which decrease slightly ascNhcreases from 0.3 to
0.6). Such behavior is different from the results presented by 0.6 -
Gritsch et al.[14]. In that study, film effectiveness magnitudes
generally increase when M- 0.6 injectant crossflow is employed
parallel to, and in the same direction as, the external free-stream
flow (compared to results obtained with injection from a plenum 104
with Mc=0). The present study is different becau&e:perpen-
dicular injectant crossflow is used, afi shock wave events are
present near the hole exits. 0.2

Shadowgraphs in Figs. 1&-d) show that the associated shock
wave structures are more advanced than ones produced using ar
injection plenum condition with M=0. This means that M

0.1 4

M. M.

Location of film
cooling hole exits
